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Introduction

Accumulation of carbon dioxide (CO2) in the atmosphere, and its possible

influence to climate change, led to significant warnings about negative and irremediable 

consequences, and urgent calls for policy reforms all around the world. The purpose of this project is to examine estimated global CO2 emissions per capita.

The project uses  data obtained from the “Carbon dioxide Information Analysis Center ” (http://cdiac.ornl.gov/ftp/ndp030/global.1751_2007.ems) for the period 1950-2007. The Carbon Dioxide Information Analysis Center (CDIAC) is the primary climate-change data and information analysis center of the U.S. Department  of Energy. CDIAC's data holdings include records of the atmospheric concentrations of carbon dioxide, emissions of carbon dioxide from fossil-fuel consumption and land-use changes, long-term climate trends and the effects of elevated carbon dioxide on vegetation.

Data

Based on the annual data available for the 1950-2007 timeframe, the following is the plot of the Global CO2 per capita emissions in metric tons of carbon. The time series used for this project consists of 56 observations and it shows a somewhat stationary trend from 1970 onwards.
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The same graph can be found in the “Plots” sheet of the accompanying “Carbon Dioxide Emissions Project” Excel spread-sheet.
Model Specification

In order to decide what model would be appropriate for our data, we compute the sample autocorrelation function and examine the resulting correlogram. We notice that the sample autocorrelations quite slowly decrease to 0, therefore we consider the possibility of an autoregressive model for the Global CO2/capita time series. 
Sample Autocorrelation for the Global CO2 per capita time series modeled.
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The same graph and computed autocorrelation function at different lags can be found in the “Correlograms” and “Data” sheets of the accompanying “Carbon Dioxide Emissions Project” Excel spread-sheet.

We start by fitting the time series to an AR(1) even though the correlogram above is not relevant for the order of the Autoregressive Series. Using the least squares estimation method we get the estimation for the AR(1) parameter  as Ø = 0.953. Regression’s R Square = 0.98 which indicates a stationary time series with mean 1.05 and that 98% of the variation in the series is explained by the regression. 
	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.989862351
	
	
	
	
	
	
	

	R Square
	0.979827473
	
	
	
	
	
	
	

	Adjusted R Square
	0.9794607
	
	
	
	
	
	
	

	Standard Error
	0.023527826
	
	
	
	
	
	
	

	Observations
	57
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	1
	1.478820944
	1.478820944
	2671.480428
	2.6E-48
	
	
	

	Residual
	55
	0.030445723
	0.000553559
	
	
	
	
	

	Total
	56
	1.509266667
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	0.058933794
	0.019362552
	3.043699803
	0.003580319
	0.02013
	0.097737214
	0.02013
	0.097737

	X Variable 1
	0.9534424
	0.018446691
	51.68636598
	2.59993E-48
	0.916474
	0.990410394
	0.916474
	0.99041


As such we fit the data to the following time series:

Yt = 0.953Yt-1 + et.

We notice that r1 = 0.932, which is approximately the estimated parameter Ø. This value is very close to 1 and this could be the reason for the very slow exponential decay of the sample autocorrelation we noticed earlier in the correlogram.
Since we cannot draw a conclusion from the correlogram, we have to further examine the sample partial autocorrelations. Below is the graph of the Sample Partial Autocorrelation for the Global CO2 per capita time series.
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The same graph can be found in the “Correlograms” sheet of the accompanying “Carbon Dioxide Emissions Project” Excel spread-sheet.

Now the sample partial autocorrelations give us a much clearer picture, as all partial autocorrelations are very close to 0 after lag 1. Based on this graph, we consider our initial choice of an AR(1) model for our time series as a good fit.
Model Evaluation

Next, we examine the residuals to check if they are independent and normally distributed with mean zero and constant variance. Below is the regressions Residual Plot, which can also be found in the “Plots” sheet of the “Carbon Dioxide Emissions Project” Excel spread-sheet.
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Residual Mean = 4.67E-17 ~ 0
Residual Standard Deviation = 0.175
According to our calculations, the residuals have a constant variance as all residual values are part of the interval (-0.175,0.175).
Durbin Watson Statistics = 1.35 >1, which allows us to conclude residuals are independent.

From the above calculations we can draw the conclusion that the regression residuals are white noise (independent and normally distributed N(0, 0.175)).
To further check the goodness of fit, we calculate the  LJung Box Statistics = 9.78 for K = 6 (see the “Regression” sheet of the spreadsheet). This is very close to ChiSquare with 6 degrees of freedom (= 9.24), which proves the AR(1) model is adequate for our data.

Conclusion

The statistical analysis confirms the result that the AR(1) model predicts the model well. According to our model fitting to an AR(1) stationary time series, it appears that the global average per capita CO2 emissions is stationary with a mean of 1.05. This outcome permits estimation of a stationary confidence interval for the global average. Both data and theory sustain the conclusion that stable or declining per capita emissions will continue even with future global economic growth.
However, the regression model doesn’t seem to closely fit the data between 1950-1970, as it could be seen in the initial data plot. To better forecast the future annual global average of CO2 per capita, a more robust time series model would be needed.

