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Fall 2010 Session
VEE – Regression Analysis

Student Project

Regression Analysis of Carbon Dioxide Emissions per Country
Introduction:

This student project studies the relationship between carbon dioxide emissions and the following explanatory variables: residential energy consumption, road transportation energy consumption, industrial index and GDP per capita for each country.  We will use regression analysis to study the relationship described above based on statistical data for energy consumption by sector, industrial index and GDP for a set of countries.

Data:

Below is a sample listing of level of carbon dioxide emissions, energy consumption for different sectors, industrial index and GDP.
	 
	Carbon dioxide emissions

(million metric tons)
	Residential energy consumption (quad)
	Road transportation energy  consumption (quad)
	 Index of industrial production 
	GDP per capita (USD)

	USA
	5988.1
	10.71
	21.02
	101.5
	43250

	Australia
	411.2
	0.4
	0.95
	107.9
	34254

	Brazil
	370.5
	0.86
	1.93
	130
	7300

	Canada
	625.1
	1.24
	1.68
	93.7
	36123

	China
	5558.5
	13.25
	3
	245
	6100

	France
	414.5
	1.81
	1.67
	99.9
	30624

	Germany
	850.6
	2.53
	2.05
	113.8
	33663

	India
	1189.1
	6.22
	1.21
	124
	3000

	Italy
	472.5
	1.27
	1.54
	101.7
	28245

	Japan
	1245.5
	1.98
	3
	103.8
	31446

	South Korea
	496
	0.74
	1.05
	119.9
	25498

	Mexico
	414.3
	0.72
	1.7
	107.2
	12400

	Netherlands
	272.3
	0.4
	0.44
	105.3
	38035

	Poland
	289.6
	0.72
	0.45
	125.8
	16200

	Russia
	1635.5
	4.38
	1.56
	117
	14800

	Spain
	383.7
	0.6
	1.25
	98.4
	27747

	Turkey
	231.9
	0.76
	0.42
	114.3
	12000

	Ukraine
	354.9
	0.97
	0.29
	112
	7000

	United Kingdom
	584.5
	1.8
	1.57
	97.5
	34356


We used the following data sources:
	US Census Bureau

http://www.census.gov/compendia/statab/cats/international_statistics.html;

US Energy Information Administration

http://www.eia.gov/country/country_energy_data.cfm?fips=CA;

World Resource Institute

http://earthtrends.wri.org;

European Commission Energy

http://ec.europa.eu/energy/publications/statistics/statistics_en.htm;



	

	


Variables:
The equation for the full model is as follows:

Y = α + β1X1+ β2X2+ β3X3+ β4X4 where, 

Y = Carbon dioxide emissions, in million metric tons of carbon dioxide
α = Intercept
βs = Least square coefficients
X1 = Residential Energy Consumption, in quads
X2 = Transportation Energy Consumption, in quads
X3 = GDP per capita, in USD 
X4 = Index of Industrial Production
Hypothesis:

The null hypothesis is that all least squares coefficients are zero:

β1 = β2=  β3 = β4 = 0

Four-Variable (Full-Model) Regression:  
The following statistics are for the full model:    

	SUMMARY OUTPUT
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.992736
	
	
	
	
	
	
	

	R Square
	0.985524
	
	
	
	
	
	
	

	Adjusted R Square
	0.981388
	
	
	
	
	
	
	

	Standard Error
	228.4388
	
	
	
	
	
	
	

	Observations
	19
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	4
	49737949
	12434487
	238.2803
	1.05E-12
	
	
	

	Residual
	14
	730580.1
	52184.29
	
	
	
	
	

	Total
	18
	50468529
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	-2092.1
	421.6992
	-4.96112
	0.000209
	-2996.55
	-1187.64
	-2996.55
	-1187.64

	Resid En Cons
	224.8573
	39.33471
	5.716511
	5.33E-05
	140.4927
	309.2219
	140.4927
	309.2219

	Trans En Cons
	162.8955
	24.02318
	6.780761
	8.87E-06
	111.3709
	214.4201
	111.3709
	214.4201

	GDP/capita
	0.013948
	0.005509
	2.531853
	0.023945
	0.002132
	0.025764
	0.002132
	0.025764

	Ind Index
	16.31578
	3.554054
	4.590752
	0.00042
	8.693095
	23.93847
	8.693095
	23.93847


As such, the full model is as follows:

Y = -2092.1 + 224.8573 X1 + 162.8955 X2 + 0.013948 X3 + 16.31578 X4
The R2 of the full model is 98.55 % which indicates that the set of explanatory variables being analyzed could be good predictors of carbon dioxide emissions as 95.66% of the variation of Y around Ybar is explained by the chosen regressors.  Among the explanatory variables, the highest P-value (0.023945) is for GDP/capita, which indicates that GDP/capita may not be a good explanatory variable for carbon dioxide emissions.  Therefore, we will remove GDP/capita and perform the regression analysis with the remaining 3 explanatory variables.
Three-Variable Regression:

The following statistics are for a model with 3 explanatory variables, excluding the GDP/capita from the full model:

	SUMMARY OUTPUT
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.989392
	
	
	
	
	
	
	

	R Square
	0.978896
	
	
	
	
	
	
	

	Adjusted R Square
	0.974675
	
	
	
	
	
	
	

	Standard Error
	266.4703
	
	
	
	
	
	
	

	Observations
	19
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	3
	49403433
	16467811
	231.9201
	8.7E-13
	
	
	

	Residual
	15
	1065096
	71006.41
	
	
	
	
	

	Total
	18
	50468529
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	-1527.71
	417.5599
	-3.65866
	0.002328
	-2417.72
	-637.7
	-2417.72
	-637.7

	Res En Cons
	218.6722
	45.79475
	4.77505
	0.000246
	121.063
	316.2814
	121.063
	316.2814

	Tran En Cons
	180.0337
	26.88723
	6.695884
	7.16E-06
	122.725
	237.3425
	122.725
	237.3425

	Ind Index
	14.04338
	4.011375
	3.50089
	0.003218
	5.49334
	22.59343
	5.49334
	22.59343


According to the statistics above, the three variable regression model is:

Y = -1527.71 + 218.6722X1 + 180.0337X2 +14.04338X3 
Even after removing GDP/capita as an explanatory variable from the model, the R2 value of this model is almost exactly the same as the value in the five-variable model at about 98%.  Among the explanatory variables, the P-value is the highest (0.003218) for Industrial Index, which indicates that Industrial Index may not be a good explanatory variable for carbon dioxide emissions.  As such, we will remove Industrial Index and perform the regression analysis with the remaining 2 explanatory variables.
Two-Variable Regression:

The following statistics are for a model with 2 explanatory variables, excluding both the GDP/capita and Industrial Index from the full model:

	SUMMARY OUTPUT
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.980639
	
	
	
	
	
	
	

	R Square
	0.961652
	
	
	
	
	
	
	

	Adjusted R Square
	0.956859
	
	
	
	
	
	
	

	Standard Error
	347.7937
	
	
	
	
	
	
	

	Observations
	19
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	2
	48533162
	24266581
	200.6158
	4.68E-12
	
	
	

	Residual
	16
	1935367
	120960.4
	
	
	
	
	

	Total
	18
	50468529
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	-91.259
	101.1187
	-0.90249
	0.380181
	-305.621
	123.103
	-305.621
	123.103

	Res En Cons
	359.3916
	28.63971
	12.54872
	1.07E-09
	298.6781
	420.1051
	298.6781
	420.1051

	Trans En Cons
	108.118
	22.64203
	4.7751
	0.000207
	60.119
	156.1169
	60.119
	156.1169


According to the statistics above, the two-variable regression model is:

Y = -91.259 + 359.3916X1 + 108.118X2
After eliminating both GDP/capita and Industrial Index from the full model, the R2 value is still very high at 96.17%.  Therefore, we can be confident that the explanatory variables that we have eliminated to this point do not have much explanatory power when it comes to carbon dioxide emissions. For the explanatory models used in this model, the P-values are very small, all close to zero.  As such, the remaining variables residential energy consumption and transportation energy consumption appear to have much the most predictive power which implies that this is the optimal model.  Even though we are certain we found the optimal model and we don’t feel that we need to eliminate any other variables, we will eliminate one more variable and show the regression results with two variables in order to prove our point.  
One-Variable Regression:

The following statistics are for a model with 1 explanatory variable: residential energy consumption.  

	SUMMARY OUTPUT
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	
	
	

	Multiple R
	0.952367
	
	
	
	
	
	
	

	R Square
	0.907002
	
	
	
	
	
	
	

	Adjusted R Square
	0.901532
	
	
	
	
	
	
	

	Standard Error
	525.4385
	
	
	
	
	
	
	

	Observations
	19
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	
	
	

	Regression
	1
	45775072
	45775072
	165.8002
	3.4E-10
	
	
	

	Residual
	17
	4693456
	276085.7
	
	
	
	
	

	Total
	18
	50468529
	 
	 
	 
	
	
	

	
	
	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%

	Intercept
	-49.762
	152.2025
	-0.32695
	0.7477
	-370.881
	271.3572
	-370.881
	271.3572

	Res En Cons
	442.4894
	34.36452
	12.87634
	3.4E-10
	369.9866
	514.9922
	369.9866
	514.9922

	
	
	
	
	
	
	
	


According to the statistics above, the one explanatory variable regression model is:

Y = -49.762 + 442.4894X1 

After eliminating the transportation energy consumption variable from the 2 explanatory variable model, the R2 value dropped significantly from around 96% down to 90%.  The standard errors of the full model, as well as the 4-variable and 3-variable models were in the 230 to 340 range. However, with the elimination of the Transportation Energy Consumption variable, the standard error of the new 1-variable model also increased to 525.  As we had expected the 1 explanatory variable model is not the optimal model, and we should not have eliminated the Transportation Energy Consumption variable.  By running this analysis, we were able to prove our point above, indicating that the optimal model is the 2 explanatory variable model.

Conclusion
We have started with a full model with 4 explanatory variables of Residential Energy Consumption, Transportation Energy Consumption, Industrial Index and GDP/capita and concluded that the optimal model only includes Residential Energy Consumption, Transportation Energy Consumption, and is defined as follows:

According to the statistics above, the two explanatory variable regression model is:

Y = -91.259 + 359.3916X1 + 108.118X2
Where, 

Y = Carbon Dioxide Emissions
X1 = Residential Energy Consumption
X2 = Transportation Energy Consumption
The two variables are significant at the 95% confidence level and the R2 value is about 96.17%. 

The F statistic is given by: F0 = [(n-k-1)/k]*[R2/(1-R2)] = 98.5. (n= 19, k=2)

The P-values are very low (close to zero) and the F statistic is high so we can reject the null hypothesis that all coefficients are zero.

