Regression Analysis – Fall 2010


introduction 
As a newlywed, I am asked almost every day when I am planning to start a family and how many children I will have. Family and children are always on my mind and I decide to see if I could find a regression that could explain the number of children women have around the world. I know that a big part of that decision is a personal choice but I also know that cultural and economical status influence every decision. 
data
All my data was collected from http://www.nationmaster.com/index.php. This was a very useful tool with hundreds of statistics on various countries. 
Here are the variables I choose:

R = Ratio of male/female

E = Life Expectancy at birth 
M= Infant Mortality Rate (death/1000 lives)
P = Physicians/1,000 people

U = Unemployment Rate

D = Risk of Major Infectious disease (1 = high, very high and 0 = low)

F = Response variable = children born/woman
Method

I chose to use the method explained in Module 15’s homework. I compared different models and calculated the F-ratio to test the significance of each variable. 
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The theory says that if the F-ratio is greater than the Critical value then we reject the Null Hypothesis. 

I found data for 112 countries and with 6 explanatory variables, the degrees of freedom for the complete model
 will be 105. By testing only one variable at a time, the regression degrees of freedom will be 1. Therefore, the critical value at 5% is 3.93. I used the website http://www.danielsoper.com/statcalc/calc04.aspx to find this value. 

model 1 – Full Model
The full model includes all 5 explanatory variables and one dummy variable. I did not include interactions in my model. 
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	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	6
	32.707 
	 5.451 
	15.203 
	   >0.00001 

	Residual
	105
	37.648 
	        0.359 
	
	

	Total
	111
	70.355 
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	(0.1071)
	1.9849 
	(0.0539)
	0.9571 
	

	E
	0.0050 
	0.0240 
	0.2064 
	0.8369 
	

	D
	0.0993 
	0.1301 
	0.7633 
	0.4470 
	

	M
	0.0227 
	0.0078 
	2.9167 
	0.0043 
	

	U
	1.7368 
	0.7554 
	2.2992 
	0.0235 
	

	P
	(0.1401)
	0.0541 
	(2.5892)
	0.0110 
	

	R
	1.4869 
	0.3665 
	4.0573 
	0.0001 
	


This model seems to be an ordinary fit. The calculated R2 is 0.47. This seems a bit low but I believe that the cultural and economical factors do not explain the complete regression and the rest of it would be based on personal choice, which is hard to model. I will still continue with this model because the total F-ratio of 15.203 is greater than the F(5%,6,111) critical value of 2.52 and therefore the Omnibus test, that states that all βs = 0, is rejected.   
The regression line for the Full Model is 
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Comparing the Models
I used Excel to compare multiple models. To test the significance of each variable, I excluded them one by one and calculated the F-ratio.  

Here is a summary of the Regression. This analysis is based on the tables on pages 139 of John Fox’s Applied Regression Analysis and Generalized Linear Models.
Table 1

	Model
	Terms
	Parameters
	Regression Sum of Squares
	DF

	1 (full)
	E,M,U,P,R,D
	β1-β2-β3-β4-β5-γ
	32.71
	6

	2
	M,U,P,R,D
	Β2-β3-β4-β5-γ
	32.69
	5

	3
	M,U,P,R
	Β2-β3-β4-β5
	32.49
	4

	4
	E,M,U,R,D
	β1-β2-β3-β5-γ
	30.30
	5

	5
	E,M,U,P,R
	β1-β2-β3-β4-β5
	32.50
	5

	6
	E,M,P,R
	β1-β2-β4-β5
	30.67
	4

	7
	E,U,P,R
	β1-β3-β4-β5
	29.43
	4

	8
	E,M,U,P
	β1-β2-β3-β4
	26.80
	4


Table 2

	Source
	Model Contrasted
	Sum of Squares
	df
	F
	p

	P
	1-4
	2.404
	1
	6.704
	0.011

	U
	5-6
	1.829
	1
	5.102
	0.026

	M
	5-7
	3.071
	1
	8.565
	0.004

	D
	2-3
	0.200
	1
	0.557
	0.457

	R
	5-8
	5.695
	1
	15.883
	<0.001

	E
	1-2
	0.015
	1
	0.043
	0.836

	Residuals
	
	37.648
	105
	
	


Results
From table 2, we can clearly see that we reject the null hypothesis for β2 = 0, β3 = 0, β4 = 0 and β5 = 0.  We reject these hypotheses because the F-ratios are greater than 3.93, the 5% critical value. 
Therefore our final model is Model 3.
	Regression Statistics

	Multiple R
	0.679581

	R Square
	0.461831

	Adjusted R Square
	0.441712

	Standard Error
	0.59486

	Observations
	112

	

	ANOVA 
	df
	SS
	MS
	F
	Significance F

	Regression
	4
	32.492 
	8.123 
	22.956 
	< 0.000001 

	Residual
	107
	37.863 
	0.354 
	
	

	Total
	111
	70.355 
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.4044 
	0.4353 
	0.9291 
	0.3549 

	M
	0.0220 
	0.0045 
	4.8486 
	0.0000 

	U
	1.7210 
	0.7369 
	2.3355 
	0.0214 

	P
	(0.1491)
	0.0503 
	(2.9669)
	0.0037 

	R
	1.4308 
	0.3563 
	4.0151 
	0.0001 


Our final model would be 
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conclusion
Based on the data and on the hypothesis test performed, the number of children per woman would be dependent on the ratio of male over female, the infant mortality rate, the number of physician and the unemployment rate. This model predicts that a higher unemployment rate will increase the number of children/woman, which could be explained by working mothers not having the time or will to have more children opposed to mothers that stay at home. The model also predicts that a higher physician rate would decrease the number of children per woman. Although I expected the opposite, I can now see that more physician also mean more protection and prevention and could indeed reduce the number of pregnancy.  
Again, this regression approximately explains only half of the response variable and it is my belief that personal choice can explain most of the other half of the regression. It would have been interesting to also have data on the age at the first birth, the number of sibling of the expecting mothers, religion and education. 
� See Model 1 – Full Model for details





