Time Series Project – Boston Marathon: Men versus Women
Fall 2010
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I. Introduction

The first woman known to have completed the Boston marathon was Roberta Gibb, in 1966. She had submitted her entry form but was returned with a note saying she would not be allowed to run because a woman wasn’t capable of running a marathon. She set out to prove them wrong and ran anyways by hiding in a bush near the start.  Here unofficial time was 3:21.40. Finally, in 1972 women were officially allowed to run and have closed the gap on the men.  In 2010, the first woman finisher ran 2 hours 26 minutes.  Only 20 minutes behind the men.  I thought it would be interesting to see when the women would go under 2 hours and be in contention with the men. 
II. Data

Since the first woman did not compete in the Boston Marathon until 1966 the data ranges from 1996 to 2010. I found the data on a website that has several different sports stats:
http://www.hickoksports.com/history/bmarathonw.shtml
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III. Autocorrelation

When analyzing time series data, it is important to test to see if it’s stationary.  If it is stationary then it can be modeled as an equation with fixed coefficients that can be estimated from past data.  The test of stationary will be based on the autocorrelation function, which is simply the ratio of the sample covariance to sample variance.  As you can see from the correlogram below that the original time series is not stationary.  While the autocorrelation does go towards zero they do so slowly, further indicating that it is not stationary. 
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I will then take the first differences of the data to see if it is stationary. The following graph shows the first differences of the original data. The data does not show a trend therefore seems to be stationary.  
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In the correlogram below the autocorrelation is high in the beginning and oscillates to zero; therefore, the first difference is stationary and an autoregressive component is present. To determine the model with the best fit we will look at AR(1), AR(2), and AR(3) models and test which of these is the better fit base on the Durbin Watson statistic and Box Pierce Q statistic. 
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IV. AR(1) Model

In this analysis, the AR(1) model takes the form Firstdifft = a +b(Firstdifft-1) +et.  That is, we regression the first differences on the previous year. Using the excel regression analysis I came up with the following results:
	Regression Statistics
	
	
	Time Series Statistics

	Multiple R
	0.338360178
	
	
	Chi-Square
	130.4716

	R Square
	0.11448761
	
	
	Box-Pierce
	40.12662

	Adjusted R Square
	0.093894299
	
	
	Durbin-Watson
	2.31334

	Standard Error
	0.146910549
	
	
	
	

	Observations
	45
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	0.119988124
	0.119988
	5.559456085
	0.023

	Residual
	43
	0.928056498
	0.021583
	
	

	Total
	44
	1.048044623
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-0.014036259
	0.021951784
	-0.63941
	0.525946197

	First diff (t-1)
	-0.338360178
	0.143503698
	-2.35785
	0.023000088



The Adjusted R2 of this regression is very low which indicates not a very good fit.  The Box-Pierce Statistic is noticeably below the Chi-Squared statistic at 10% significance level with 43 degrees of freedom reinforcing the null hypothesis that the residuals are a white noise process. 


For the Durbin-Watson statistic is close to two (2.31) which indicates the null hypothesis has no serial correlation among the residuals. I will now investigate an AR(2) model. 

V. AR(2) Model 
In this analysis, the AR(2) model takes the form Firstdifft = a +b(Firstdifft-1) + c(Firstdifft-2) +et.  That is, we regression the first differences on the previous two years. Using the excel regression analysis I came up with the following results:
	Regression Statistics
	
	
	Time Series Statistics

	Multiple R
	0.595289
	
	
	Chi-Square
	130.4716

	R Square
	0.354369
	
	
	Box-Pierce
	17.27293

	Adjusted R Square
	0.323625
	
	
	Durbin-Watson
	2.01406

	Standard Error
	0.126928
	
	
	
	

	Observations
	45
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	0.371395
	0.185697
	11.52632
	0.000102

	Residual
	42
	0.67665
	0.016111
	
	

	Total
	44
	1.048045
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-0.02134
	0.019056
	-1.11996
	0.269095

	First diff (t-1)
	-0.51447
	0.131756
	-3.90471
	0.000336

	First diff (t-2)
	-0.52048
	0.131756
	-3.95031
	0.000293


The Adjusted R2 of this regression is higher than the AR(1) adjusted R2. Therefore, this is model is a much better fit for the marathon times.   The Box-Pierce Statistic is noticeably below the Chi-Squared statistic at 10% significance level with 42 degrees of freedom reinforcing the null hypothesis that the residuals are a white noise process. 


For the Durbin-Watson statistic is very close to two (2.01) which indicates the null hypothesis has no serial correlation among the residuals. I will now investigate an AR(3) model. 

VI. AR(3) Model 
In this analysis, the AR(3) model takes the form Firstdifft = a +b(Firstdifft-1) + c(Firstdifft-2) + d(Firstdifft-3) +et.  That is, we regression the first differences on the previous three years. Using the excel regression analysis I came up with the following results:
	Regression Statistics
	
	
	Time Series Statistics

	Multiple R
	0.597386
	
	
	Chi-Square
	130.4716

	R Square
	0.35687
	
	
	Box-Pierce
	16.79427

	Adjusted R Square
	0.309812
	
	
	Durbin-Watson
	1.94444

	Standard Error
	0.128217
	
	
	
	

	Observations
	45
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	0.374016
	0.124672
	7.583586
	0.00038

	Residual
	41
	0.674029
	0.01644
	
	

	Total
	44
	1.048045
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-0.02267
	0.019535
	-1.1605
	0.252557

	First diff (t-1)
	-0.54687
	0.155871
	-3.50845
	0.001109

	First diff (t-2)
	-0.5525
	0.155386
	-3.55566
	0.000967

	First diff (t-3)
	-0.06224
	0.155871
	-0.39933
	0.69172


The Adjusted R2 of this regression is slightly lower than the AR(2) adjusted R2 which still makes this  a good fit model.   The Box-Pierce Statistic is noticeably below the Chi-Squared statistic at 10% significance level with 41 degrees of freedom reinforcing the null hypothesis that the residuals are a white noise process. 


For the Durbin-Watson statistic is very close to two (1.94) which indicates the null hypothesis has no serial correlation among the residuals. 

VII. Conclusion

Either the AR(2) or AR(3) model could as our final model. Since AR(2) has the highest adjusted R2, the Box Pierce Q statistic and Durbin-Watson statistic was nearly identical for the two models, then the AR(2) model will be used since the regression is simpler and easier to calculate. 
The final model is:   Firstdifft = -0.0213 -.5145(Firstdifft-1) -.5205(Firstdifft-2) +et 
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