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Introduction

In this age of television, gaming, and internet searching, one of my favorite things to do is reading a good ol’ paperback. Therefore, for my student project, I chose to examine whether others still enjoy this pastime, or if society’s changing tastes have made books a thing of the past. By using monthly data from the U.S. Census Bureau, I modeled changing book sales over time.
Original Time Series
I obtained my original data from http://www.census.gov/retail/mrts/www/data/excel/mrtssales92-present.xls. It shows monthly book sales in millions of dollars from January, 1992 through October, 2010. The first thing I did was to adjust the data based on the CPI index to remove any variations caused by inflation. Then I graphed all years of this CPI adjusted data set:
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Just by looking at the time series, it appears that the monthly sales exhibit seasonality. To verify this, I graphed the autocorrelations of the series. One can clearly see the peaks at yearly lags of 12, 24, 36, etc, which suggests that I need to de-seasonalize the data.

[image: image2.emf]Correlogram of Original Series
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As a result, I de-seasonalized the data by taking twelve month differences, Yt – Yt-12. I then graphed this new time series to see if the process looks more stationary. At first glance, it appears that the de-seasonalized data may need to be broken into two time periods. The first half of the series looks to have a different mean than the second half of the series. 
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To confirm this, I graphed the autocorrelations of the de-seasonalized series. This correlogram shows the pattern of declining to zero by lag N, continuing to decline to a minimum by lag 2N, and then slowly rising back to zero by lag 3N. Hence, I believe there is a change in mean or trend in the series and therefore I need to split the data into two time periods.
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Upon looking more carefully at the series, I decide to split the original data set into two periods, 1992-2000 and 2001-2010. A change in the mean around year 2000 makes sense both with the graph and history. According to www.webopedia.com, the number of domains doubled from ten million in February of 2000 to twenty million by September of that year. Possibly, the age of the internet may have shifted book readership and caused a change in mean.
Split of Time Series

Below are the graphs of the original time series, split into the two periods (before accounting for yearly seasonality).  Clearly the first period is non-stationary as it is trending upward, while the second period is also non-stationary but trending downward.
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    [image: image6.emf]Monthly Book Sales 2001-2010
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Knowing about the clear seasonality from the complete data set, I then graphed the de-seasonalized series for each time period. 
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In order to test if these separate and de-seasonalized time series are stationary, I graphed the autocorrelations of each, indicating the 95% confidence interval around the autocorrelations based on Bartlett’s test. 
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[image: image10.emf]Correlogram of Seasonally Adjusted Series (2001-2010)
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In each series, the autocorrelations appear to be slowly exponentially declining to zero. But, there are a few later points outside of the confidence intervals. Hence, to further check for stationarity, I perform both a lag 1 (AR(1) model) and lag 2 (AR(2) model) regression on each series and then examine the Durbin-Watson statistic and Box-Pierce Q statistic of the residuals. 
The AR models of each period are:

Period 1





Period 2
AR(1):  Yt = 64.903 - .00428Yt-1



AR(1):  Yt = -12.077 + .33144Yt-1
AR(2):  Yt = 65.667 - .06254Yt-1 + .06573Yt-2

AR(2):  Yt =   -9.821 + .29426Yt-1 + .09353Yt-2
The results are as follows:

Period 1





Period 2

DWS
   Q
Chi^2




DWS
   Q
Chi^2
AR(1)
1.33
21.01
48.36



AR(1)
1.70
10.90
48.36
AR(2)
1.31
21.10
48.36



AR(2)
1.66
10.73
48.36
*The Chi-Squared statistic is based on 10% CI and 41 degrees of freedom

The statistics indicate that for both periods, since the Box-Pierce Q statistic is below the critical Chi-Squared value, the null hypothesis that the residuals are a white noise process cannot be rejected for either the AR(1) or AR(2) models. Also in both periods, the AR(2) model does not significantly improve the results, so the simpler AR(1) is most likely appropriate. However, a Durbin-Watson statistic of 2 indicates no serial correlation. Since the DWS statistics are less than 2 in both periods, especially Period 1, this may imply that serial correlation does exist in the residuals. 
Another interesting observation based on the AR(1) regressions of the two periods is the mean of each. Looking at the intercept and phi values of both series, the means of each period can be computed as intercept/(1-phi). For the time series 1992-2000, the mean is positive at 64.63. Yet, for the time series 2001-2010, the mean is negative at -18.06. Clearly, dividing the data set into two separate models makes sense.

Because of the low DWS statistics, I am not certain that the simple AR(1) model of the de-seasonalized data is the best fit. Hence, I try forming an ARI (1,1) model of each series by taking the first differences, which I have graphed below.
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[image: image12.emf]First Difference and Seasonally Adjusted
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In order to test if these ARI(1,1) series are stationary, I graphed the autocorrelations of each, indicating the 95% confidence interval around the autocorrelations based on Bartlett’s test. 

[image: image13.emf]Correlogram of First and Seasonal Differences (1992-2000)

-0.600

-0.500

-0.400

-0.300

-0.200

-0.100

0.000

0.100

0.200

0.300

159131721252933374145495357616569737781858993

Lag

Sample Autocorrelation


[image: image14.emf]Correlogram of First and Seasonal Differences (2001-2010)
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There are very few sample autocorrelations outside of the confidence intervals in each, which suggests that the series may be stationary. Again, looking at the Durbin-Watson and Box-Pierce Q statistics, I analyzed whether the residuals form a white noise process.

The ARI models of each period are:

Period 1





Period 2
ARI(1,1):  Yt = -4.654 - .5284Yt-1



ARI(1,1):  Yt = -5.283 - .4015Yt-1
ARI(2,1):  Yt = -5.059 - .7280Yt-1 - .3521Yt-2

ARI(2,1):  Yt = -6.084 - .5304Yt-1 - .3045Yt-2
The results are as follows:

Period 1





Period 2

   DWS
    Q
 Chi^2




   DWS
    Q
 Chi^2
ARI(1,1)   1.86
 23.56
 48.36



ARI(1,1)
   1.73
 13.97
 48.36

ARI(2,1)
   1.73
 20.56
 48.36



ARI(2,1)   1.80
 13.66
 48.36

*The Chi-Squared statistic is based on 10% CI and 41 degrees of freedom
The statistics again indicate that for both periods, since the Box-Pierce Q statistic is below the critical Chi-Squared value, the null hypothesis that the residuals are a white noise process cannot be rejected for either the ARI(1,1) or ARI(2,1) models. Compared to the AR models, the Durbin-Watson statistic has improved for both periods. For Period 1, a DWS of 1.86 in the ARI(1,1) is not significantly different from 2, so this implies no serial correlation. For Period 2, the ARI(2,1) DWS statistic is the best at 1.80.
Conclusion:

Since both the AR and ARI models appear very similar, it is hard to say which model is best. For Period 1, it looks like the ARI(1,1) is appropriate, while for Period 2, the ARI(2,1) model might be better. Regrettably, the ARI models cause information to be lost, and so with more exact further analysis, I would try to use an AR(1) model for both periods. Overall, the sale of books has definitely changed over the past 18 years. Given that the series began trending downward after year 2000, it appears as though my love of paperback books is not shared by all. Maybe next time I will do an analysis on e-readers!


