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Introduction
Recently, great attention has been attracted into health care reform that poses significant impacts on every single person in the State. The possible major health policy changes as well as the degree of sufficiency of the current federal budget for the further medical cost are particularly interested to the public. From the prospective of further medical cost, I had an interest in seeing how the government and insurance company predict an individual’s medical risk. It has been demonstrated that Centers for Medicare and Medicaid Services (CMS), which is administrative organization of Medicare, published a risk score for everyone under Medical program. 
This risk score represents a person’s medical risk and is used in setting further medical cost of the case. A number of 1.0 indicates the average of the medical risk at national level. For a person who has the risk score lower than 1.0 means that he or she is healthier compared to the national average and vice versa. Given this background, one can see that the lower of the risk score could be linked to the less chance of sickness or usage of the medical resources. The higher of the risk score, in the revisable way, necessarily relate to bad person health status, and thus, indicates that higher future medical cost will be possible.  The question now becomes that what factors determined this medical risk score? In my option, the risk score is mainly determined by one’s age, gender, income and the disease history. The following regression tests have been conducted to test my assumption and the effectiveness of these explanatory variables.  The detailed calculation could be found in the attached file named “NEAS Regression Project_Medical Risk Analysis_SY.xls”. 

Data

The data used in this analysis was obtained from www.cms.org. I choose three explanatory variables and eight dummy variables. Seven out of eight dummy variables are used to represent seven different major severe disease groups that the person belongs to in 2008. 

Explanatory Variables
Y = CMS Medicare risk score

X1 = Income

	Income
	<$35,000
	1

	
	$35,000-$50,000
	2

	
	$50,000-$80,000
	3

	
	$80,000-$120,000
	4

	
	>$120,000
	5


X2 = Number of physicians per 1,000 people

	Number of physicians per 1,000 people
	<1
	1

	
	1-2
	2

	
	2-3
	3

	
	3-4
	4

	
	>4
	5


X4 = Age

	Age
	00_64
	1

	
	65_69
	2

	
	70_74
	3

	
	75_79
	4

	
	80_84
	5

	
	85_100
	6


Dummy Variables

X3 = Sex, 0 for female, 1 for male.

X5 = arth08, 0 for none, 1 for Arthritis in 2008

X6 = cad08, 0 for none, 1 for Coronary Artery Disease in 2008

X7 = chf08, 0 for none, 1 for Congestive Heart Failure in 2008

X8 = copd08, 0 for none, 1 for Chronic Obstructive Pulmonary Disease in 2008

X9 = diab08, 0 for none, 1 for Diabetes in 2008 

X10 = hiv08, 0 for none, 1 for HIV in 2008

X11 = mh08, 0 for none, 1 for mental disease in 2008
Method

The initial model is set with eleven variables. Subsequently, I choose to exam multiply R, R square, adjusted R square, t statistics for the explanatory variables to determine the model’s fit and remove the variables that are not significant.  I also checked the multicollinearity of the variables in order to remove the variable that has the high correlation with other variable but is lower in significance.  

Model

In order to establish a predictive model with good reliability and accuracy, several models (that are explained as below) were constructed and compared. We begin with eleven variables. For ease of review, I used the Excel to obtain the analysis below. 
(1).Eleven Variables Equation

Y = 0.024 X1 - 0.219 X2 +0.048 X3 +0.121 X4 + 0.032 X5 + 0.463 X6 + 0.355 X7 + 0.282 X8 + 0.287 X9  + 0.188 X10 + 0.056 X11 + 0.809

	Regression Statistics

	Multiple R
	0.661322837

	R Square
	0.437347895

	Adjusted R Square
	0.416224437

	Standard Error
	0.502236102

	Observations
	305


	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	11
	57.44742515
	5.222493196
	20.70437036
	7.4953E-31

	Residual
	293
	73.9066429
	0.252241102
	
	

	Total
	304
	131.354068
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.809
	0.135
	6.017
	0.000

	x1 = Income
	0.024
	0.036
	0.658
	0.511

	x2 = Physicians
	-0.219
	0.038
	-5.835
	0.000

	x3 = Sex
	0.048
	0.062
	0.783
	0.434

	x4 = Age
	0.121
	0.026
	4.620
	0.000

	x5 = arth08
	0.032
	0.173
	0.185
	0.854

	x6 = cad08
	0.463
	0.116
	3.991
	0.000

	x7 = chf08
	0.355
	0.110
	3.221
	0.001

	x8 = copd08
	0.282
	0.096
	2.948
	0.003

	x9 = diab08
	0.287
	0.073
	3.930
	0.000

	x10 = hiv08
	0.188
	0.507
	0.371
	0.711

	x11 = mh08
	0.056
	0.139
	0.402
	0.688


From above, one can see that it was a model with eleven variables and the degree of freedom was also eleven. The Multiple R 0.661 shows that this model was an ordinary fit to the assumption, but the R square 0.437 and adjusted R square 0.416 indicated some variables were not a good predictor. Six out of eleven variables are significant at t statistics as highlighted yellow in the table above. 1% rise in number of physicians in the area where the person lived will reduce the medical risk by 5.8%. The increase in the age, and the existence of the cad, chf, copd and diab disease in the past will also bring a significant increase in medical risk score.  In contrast to my original prediction, the arth, hiv and mh is not significant in determine a person’s future medical cost. Before I remove those variables with low t-stats value, I have run the correlation test to examine the mulicollinearity of the disease groups. 

Correlation

	 
	x1
	x2
	x3
	x4
	x5
	x6
	x7
	x8
	x9
	x10
	x11

	x1
	1.000
	
	
	
	
	
	
	
	
	
	

	x2
	0.498
	1.000
	
	
	
	
	
	
	
	
	

	x3
	-0.055
	-0.076
	1.000
	
	
	
	
	
	
	
	

	x4
	-0.209
	-0.265
	0.316
	1.000
	
	
	
	
	
	
	

	x5
	-0.026
	-0.056
	-0.131
	0.033
	1.000
	
	
	
	
	
	

	x6
	0.082
	-0.012
	0.046
	0.154
	-0.050
	1.000
	
	
	
	
	

	x7
	0.040
	-0.075
	0.021
	0.188
	0.014
	0.304
	1.000
	
	
	
	

	x8
	-0.063
	-0.173
	0.000
	0.151
	0.002
	0.100
	0.152
	1.000
	
	
	

	x9
	-0.107
	-0.187
	0.103
	0.202
	0.095
	0.058
	0.197
	0.045
	1.000
	
	

	x10
	0.032
	-0.032
	0.059
	0.057
	-0.010
	-0.016
	-0.018
	-0.020
	-0.030
	1.000
	

	x11
	-0.061
	-0.089
	-0.056
	0.067
	-0.038
	0.056
	-0.013
	0.075
	-0.003
	-0.013
	1.000


The correlation table shows the income and number of physician in the area are highly correlated with a correlation value of 0.498. Please note that the Congestive Heart Failure and Chronic Obstructive Pulmonary Disease also show correlations in some extend with a correlation value of 0.304. It’s not surprise that rich people usually live in a good neighborhood with abundant hospitals and medical resources. It is logically to translate the adequate medical sources into prompt first aid and emergency treatment, regular medication and treatment that are capable of prevention of severe diseases further medical cost. We expect to see the rich people are relatively healthier since they have better doctors and nutritionist.  But 0.658 t-stats of income showing the relationship between the income and a person’s medical risk is not significant. Thus, I decided to remove the insignificant variables income, gender, arth, hiv and mh from the model and then formed a six variables equation. 

(2). Six Variables Equation

Y = 0.033 X1 + 0.024 X2 + 0.114 X3 +0.109 X4 + 0.095 X5 + 0.072 X6 + 0.122
	Regression Statistics

	Multiple R
	0.65934221

	R Square
	0.434732149

	Adjusted R Square
	0.423350917

	Standard Error
	0.499161148

	Observations
	305


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.854712778
	0.122451928
	6.979986272
	1.92082E-11

	x1 = Physicians
	-0.208831166
	0.032897557
	-6.347923247
	8.11581E-10

	x2 = Age
	0.126080963
	0.024461558
	5.154249014
	4.64535E-07

	x3 = cad08
	0.471811998
	0.1144888
	4.121031891
	4.89318E-05

	x4 = chf08
	0.35432939
	0.108963645
	3.251812921
	0.001278279

	x5 = copd08
	0.281221151
	0.094889542
	2.963668547
	0.003285183

	x6 = diab08
	0.288834327
	0.072203353
	4.000289673
	7.98672E-05


In this model, slightly deduction of R square (0.0026) and Adjusted R square (0.007) indicate that predictive capability the model remain unchanged after removing five variables from previous model. Thus, this model is preferred over the previous eleven variables model. Due to the fact that the R square remains at a relatively low level and there is a moderate correlation between Congestive Heart Failure and Chronic Obstructive Pulmonary Disease group, I decide to remove the Congestive Heart Failure (chf08) that has the lower t-stats value. By doing that, I am expecting to see if we can make any improvement on the predictive value of the model we established.  

(3). Five Variables Equation

Y = 0.033 X1 + 0.025 X2 + 0.111 X3 +0.096 X4 + 0.072 X5 + 0.124
	Regression Statistics

	Multiple R
	0.643951924

	R Square
	0.41467408

	Adjusted R Square
	0.404886021

	Standard Error
	0.507090002

	Observations
	305


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.843626638
	0.124348777
	6.784358154
	6.25104E-11

	x1 = Physicians
	-0.208627916
	0.033420053
	-6.242596789
	1.47206E-09

	x2 = Age
	0.134129155
	0.024722591
	5.425368119
	1.19583E-07

	x3 = cad08
	0.574565252
	0.111789771
	5.139694319
	4.97884E-07

	x4 = copd
	0.314501264
	0.095834482
	3.281712977
	0.001153991

	x5 = diab08
	0.3269526
	0.072377145
	4.517345904
	9.02511E-06


From the table above, we can see the value of Multiple R, R square and Adjusted R square are all decreased compared with six variables model. The Multiple R decreased by 0.015, R square decreased by 0.020 and the Adjusted R square decreased by 0.018 from the six variables model. However, the decrease is not significant when eliminating Congestive Heart Failure (chf08) variable. While the explanatory powers are close in two models, the one with less explanatory variables is preferred. Thus, I choose this five variable model as our final model in predicting risk score. 

Conclusion
The final model that predicts a person’s medical risk is 

Y = 0.033 X1 + 0.025 X2 + 0.111 X3 +0.096 X4 + 0.072 X5 + 0.124

while

Y = CMS Medicare risk score

X1 = Number of the physicians per 1000 people

X2 = Age

X3 = Coronary Artery Disease in 2008

X4 = Chronic Obstructive Pulmonary Disease in 2008

X5 = Diabetes in 2008 

This model shows the risk score could be predicted with the number of the physicians in the area, a person’s age, and the person’s disease history in Coronary Artery Disease, Chronic Obstructive Pulmonary, and Diabetes. The occurrence of these three disease group in the person’s past disease history will significantly increase the risk score, thus imply a possible large medical expenses in the future. The medical risk score and the future medical cost will be decreased if an increase in the number of physicians per unit area, or the younger of the person is. 

Although R square of this model of 0.415 is not high enough in explanatory power but given we have a large number of observations (305), I expected to see a large variance in data. Also the person’s medical risk is a complex problem with high uncertainty. It is difficulty to fully explain the future risk by the disease history and some physical figures. Thus, I believe that the current model that has been constructed based on Five Variables Equation with multiply R of 0.643 and adjusted R square of 0.404, is good predictor in a person’s future medical risk. 

