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Student Project

Data:

My analysis is based on data from a data samples list collected for pedagogical purposes by University of Massachusetts (http://www.umass.edu/statdata/statdata/data).  
It is a subset of the data from an epidemiological heart disease study on Los Angeles County employees. The collected variables from the medical exams of 200 employees examined in 1950 are:

Age (age_50)

Systolic Blood Pressure (SBP_50)

 Diastolic Blood Pressure (DBP_50)

Height in 1950 (HT_50)

Weight in 1950 (WT_50)

Serum cholesterol (CHOL_50)

Socio-economic status (CL_Status) – a variable indicating 1 as the highest status and 5 as the lowest status

In 1962 the same employees were examined again and similar measurement were made. ( All new variables have index “_62” instead of “_50”).
Purpose of the analysis
I will analysis how the blood pressure can be explain by the other variables.   
Data preparation
To make the use of Height and Weight variables more efficient I created a new variable that is the Body Mass Index. The Body Mass Index is defined as: 
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Thus, I recognize that high employees will have higher mass and this higher mass should not be seen as mass due to obesity.

I also intend to use the social status as a dummy variable: The higher status 1 will be the base state:

	Social Status
	D1-base state
	D2
	D3
	D4
	D5

	1
	0
	0
	0
	0
	0

	2
	0
	1
	0
	0
	0

	3
	0
	0
	1
	0
	0

	4
	0
	0
	0
	1
	0

	5
	0
	0
	0
	0
	1


Next, I examined the charts of the Y variable (Systolic Blood pressure) and the X variables (age, BMI, cholesterol) for the data sets from 1950 and 1962.  
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From the first chart I conclude that there is a correlation between age and blood pressure and Age will be a valuable variable.  The second chart shows me that the cholesterol is not a very good explanatory variable (no visible pattern/relationship with blood pressure).  I decide not to use this variable in my analysis.

The variable Height is not available for the data set with measurements from 1962. In addition, from the first chart, I see that the blood pressure from data sets from 1950 exhibits similar trend as the data set from 1962.  Thus, I decide to base my analysis on data only from the 1950 year examinations.
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The third chart shows that there is some correlation between Blood pressure and BMI and I intend to use the BMI variable in the tested models.  

Regression:

· 2 explanatory variables

From the observation above I decide to test first a regression model with 2 explanatory variables and no Dummy variable:

Y= Blood pressure 

X1= Age from data set 1950  (Age_50)

X2 = BMI

Y=A+ B1*X1+B2*X2 

I will test a null hypothesis that that all least squares coefficients are zero ( B1=B2=0).
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Regression Statistics

Multiple R 0.367450          

R Square 0.135019          

Adjusted R Square 0.126238          

Standard Error 16.932719        

Observations 200.000000      

ANOVA

df SS MS F Significance F

Regression 2.000000           8,816.756718          4,408.378359    15.375366        0.000001                

Residual 197.000000       56,483.243282       286.716971      

Total 199.000000       65,300.000000      

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept 76.518290         9.755339                  7.843735            0.000000          57.279991              95.756589         57.279991           95.756589           

AGE_50 0.507625           0.111125                  4.568069            0.000009          0.288478                 0.726771            0.288478             0.726771             

BMI 685.948864       233.813206             2.933747            0.003746          224.850754            1,147.046974    224.850754         1,147.046974     


The model is as follow: Y=76.52+ 0.51*X1+685.95*X2 

The results are not satisfactory. This equation explains only 14% of the regression (R2 = 0.14). The p value of the two explanatory variables is very low. I conclude that I should keep these variables but I should also include other factors that can increase the R2.
· 2 explanatory variables plus 5 dummy variables
The tested model is 

Y= Blood pressure 

X1= Age from data set 1950  (Age_50)

X2 = BMI

D1 – highest social group - base class

D2, D3, D4 – middle social groups

D5 – lowest social group

Y=A+ B1*X1+B2*X2 +B3*D2+B4*D3+B5*D4+B6*D5

I will test a null hypothesis that that all least squares coefficients are zero ( B1=….=B6=0).
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Multiple R 0.4511              

R Square 0.2035              

Adjusted R Square 0.1787              

Standard Error 16.4162            

Observations 200.0000         

ANOVA

df SS MS F Significance F

Regression 6.0000               13,288.3776     2,214.7296       8.2182               0.0000              

Residual 193.0000          52,011.6224     269.4903         

Total 199.0000          65,300.0000    

CoefficientsStandard Error t Stat P-value Lower 95% Upper 95% Lower 95.0%Upper 95.0%

Intercept 94.2270             10.7971             8.7271               0.0000               72.9316             115.5224          72.9316             115.5224         

AGE_50 0.4561               0.1101               4.1441               0.0001               0.2390               0.6732               0.2390               0.6732              

BMI 538.9823          231.8720          2.3245               0.0211               81.6538             996.3108          81.6538             996.3108         

D2 (13.7135)           4.5404               (3.0203)              0.0029               (22.6686)           (4.7584)              (22.6686)           (4.7584)             

D3 (12.8376)           3.9428               (3.2559)              0.0013               (20.6142)           (5.0610)              (20.6142)           (5.0610)             

D4 (7.2863)              5.2589               (1.3855)              0.1675               (17.6586)           3.0859               (17.6586)           3.0859              

D5 (3.2242)              5.0363               (0.6402)              0.5228               (13.1575)           6.7091               (13.1575)           6.7091              


The model is as follow: 
Y=94.227+ 0.4561*X1+538.98*X2 -13.7*D2-12.83*D3-7.29*D4-3.22*D5

By adding dummy variables to the first model the R2 increased to 20%. However, two of the dummy categories have a very high P-values (D4 and D5). I decide to combine the dummy variables into 3 groups: high, middle and low social groups

· 2 explanatory variables plus 3 dummy variables
I grouped D3, D4 and D5 in one dummy variable. The highest class is still the base class.

D1 ( D1 - base class

D2 ( D2
D3

D4     Dgrouped
D5  
The new regression equation is: 

Y=A+ B1*X1+B2*X2 +B3*D2+B4*Dgrouped
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Multiple R 0.41835                

R Square 0.17501                

Adjusted R Square 0.15809                

Standard Error 16.62121             

Observations 200.00000           

ANOVA

df SS MS F Significance F

Regression 4.00000                 11,428.39433      2,857.09858         10.34189              0.00000                

Residual 195.00000            53,871.60567      276.26464           

Total 199.00000            65,300.00000     

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept 91.21777              10.77654              8.46448                 0.00000                 69.96423              112.47131            69.96423              112.47131           

AGE_50 0.44544                 0.11112                 4.00851                 0.00009                 0.22628                 0.66460                 0.22628                 0.66460                

BMI 634.73249            230.13034            2.75814                 0.00637                 180.86850            1,088.59648         180.86850            1,088.59648        

D2 (13.63609)             4.59605                 (2.96692)               0.00338                 (22.70044)             (4.57175)               (22.70044)             (4.57175)              

Dgrouped (10.62522)             3.88431                 (2.73542)               0.00680                 (18.28588)             (2.96456)               (18.28588)             (2.96456)              


The model is as follow: 
Y=91.22+ 0.445*X1+634.73*X2 -13.636*D2-10.63*Dgrouped

For this model the R2 decreased a bit (17.5%) however the p-value of all explanatory variables are low. This means that all of the variables have a significant contribution for the model.

Conclusion 

Several conclusions can be driven from this analysis:

1) The collected information (age, height, weight, cholesterol level , social status) does not fully explain the changes in the blood pressure.  Probably the inclusion of some medical history information, food diet information and physical exercise level would a lot more valuable information to the model. And we could have a better regression.
2) From the second tested model (2 explanatory variables and 5 groups of dummy variables) and the third model (2 explanatory variables and 3 groups of dummy variables) I conclude that the difference in social status has an impact on the blood pressure only for high to middle social status. Groups with social status from middle to low impact the blood pressure the same way. 
3) The best tested model is the third one (2 explanatory variables and 3 groups of dummy variables). The F statistic is 10.34 and the significance of F ( the p-value ) is <<0.00001. Thus the null hypothesis is rejected.
