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Time Series Project – Fall 2010
Student Project

Female Unemployment
I. Introduction:  Working 45+ hours a week and studying is way too hard.  I can’t imagine what I would do if I had a child now or if I had had one when I was in college.  It has been suggested that widespread access to the birth control pill was one of the events that triggered a rise in the number of women furthering their education and allowing them to expand their career options.  With increased education achievements and a more time to devote to work, it might be expected that the female unemployment rate should be modeled differently before and after widespread use of the birth control pill.  For this project I am going to model female unemployment rates before 1970s and after the 1970s to see if there are any drastic changes between the two models.  
II. Data:  For this project, I took the Data on Female Unemployment Rates from the NEAS discussion forum on Time Series student projects (it has already been seasonally adjusted).  This period covers January 1948 to January 2006, and there is no apparent missing or erroneous data.
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In Excel, I got the description statistics on both of the time periods of interest: January 1948 to December 1975, and January 1976 to May 2006.  It might be worth noting that not only is the average female unemployment rate is higher for the later period, but the standard deviation is higher in this period as well.
	
	Descriptive Statistics:  1/48 to 12/75
	
	Descriptive Statistics:  1/76 to 5/06
	

	
	
	
	
	
	
	

	
	Mean
	5.533024691
	
	Mean
	6.443236074
	

	
	Standard Error
	0.060451346
	
	Standard Error
	0.077160971
	

	
	Median
	5.7
	
	Median
	6.1
	

	
	Mode
	6.2
	
	Mode
	5.4
	

	
	Standard Deviation
	1.088124236
	
	Standard Deviation
	1.498195059
	

	
	Sample Variance
	1.184014352
	
	Sample Variance
	2.244588436
	

	
	Kurtosis
	-0.461381955
	
	Kurtosis
	-0.554746184
	

	
	Skewness
	-0.259226426
	
	Skewness
	0.490270403
	

	
	Range
	5.6
	
	Range
	6.6
	

	
	Minimum
	2.7
	
	Minimum
	3.8
	

	
	Maximum
	8.3
	
	Maximum
	10.4
	

	
	Sum
	1792.7
	
	Sum
	2429.1
	

	
	Count
	324
	
	Count
	377
	


III. Type of Process:  In order to determine whether one or both of the time periods can be modeled using and ARIMA or ARMA process, first I determined whether the processes were stationary (modeled by an ARMA) or not (modeled by an ARIMA in which case, it may be possible to make the process stationary by taking first or second differences). 

Correlation:  First I found and graphed the autocorrelations (see below).  As can be see in the graphs, the correlation decreases much more quickly in period from 1/48 to 12/75, than it does for the later period.  This may indicate that the initial period is stationary while the other is not.  In order to check this I first looked at the first differences.  

[image: image2.emf]Sample Auto Correlation 1/48 to 12/75
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[image: image3.emf]Sample Autocorrelation 1/76 to 5/06
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First Differences:  The graphs of both processes do not exhibit any predominate pattern, however the first differences of the time period from January 1948 to December 1975 tend to be much larger than those of the second time period.  For this reason, the first differences of the second time period January 1976 to May 2006 more closely resemble a white noise pattern.  This furthers my belief that it would be appropriate to take first differences for the second time period but not the first time period.  [image: image4.emf]1/48 to 12/75 First Differences

-1.50000

-1.00000

-0.50000

0.00000

0.50000

1.00000

1.50000

2.00000

1 12 23 34 45 56 67 78 89 100 111 122 133 144 155 166 177 188 199 210 221 232 243 254 265 276 287 298 309 320


[image: image5.emf]1/76 to 5/06 First Differences
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Sample Autocorrelation of first difference:  The first period, January, 1948 through December, 1975 does not start out with large autocorrelations and it takes a long time for it to oscillate to zero.  This indicates that taking first differences is incorrect and that as originally thought, when graphing the autocorrelation of the original data, the original data is a stationary process.  
[image: image6.emf]1/48 to 12/75:  1st Diff. Sample AutoCorrelation
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Sample Autocorrelation of first difference:  The sample autocorrelation of the second time period starts out much larger and oscillates to zero a little bit quicker than the initial time period, therefore I am going to assume that the first differences of the second time period are stationary. 
[image: image7.emf]1/76 to 5/06:  1st Diff. Sample AutoCorrelation
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IV.  Fitting a Model to the process:  I will start by trying to fit a process to the initial time period, and will begin with an AR(1) process.  The AR(1) model for this process will take the form of value = a + b(pervious value) + error term.  Using Excel I came up with the following information.  

	SUMMARY OUTPUT
	
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.95615739
	
	
	
	
	

	R Square
	0.914236954
	
	
	
	
	

	Adjusted R Square
	0.913969779
	
	
	
	
	

	Standard Error
	0.317554706
	
	
	
	
	

	Observations
	323
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	1
	345.0648406
	345.0648406
	3421.870778
	2.8999E-173
	

	Residual
	321
	32.36995814
	0.100840991
	
	
	

	Total
	322
	377.4347988
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	0.238846611
	0.092328449
	2.586923244
	0.01012326
	0.057201316
	0.420491907

	X Variable 1
	0.959567667
	0.016403775
	58.4967587
	2.8999E-173
	0.927295181
	0.991840152


The R squared value is fairly high indicating that it may be an okay fit for this process.  

For the second time series, I will begin by trying to model the first differences with an AR(1) pattern.  This process will take the form of first difference = a + b(pervious first difference) + error term.  Using Excel I came up with the following information.  

	SUMMARY OUTPUT
	
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.260757255
	
	
	
	
	

	R Square
	0.067994346
	
	
	
	
	

	Adjusted R Square
	0.065495671
	
	
	
	
	

	Standard Error
	0.194522141
	
	
	
	
	

	Observations
	375
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	1
	1.029677364
	1.029677364
	27.21216436
	3.03024E-07
	

	Residual
	373
	14.11389597
	0.037838863
	
	
	

	Total
	374
	15.14357333
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	-0.015398606
	0.010063007
	-1.53021925
	0.126810081
	-0.035185941
	0.004388728

	X Variable 1
	-0.260994972
	0.050032315
	-5.216528
	3.03024E-07
	-0.359375726
	-0.16261422


The adjusted R Square of the above model is quite low, so I will see if any improvement is made by using an AR(2) model.  This model is of the form, first difference = a + b(first difference t-1) + b(first difference t-2) + error term.  The Adjusted R Square of this model did indicate that this model provides a significant improvement over the AR(1) model, so the AR(1) model will be used.  
	SUMMARY OUTPUT
	
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.267125605
	
	
	
	
	

	R Square
	0.071356089
	
	
	
	
	

	Adjusted R Square
	0.066349922
	
	
	
	
	

	Standard Error
	0.192994864
	
	
	
	
	

	Observations
	374
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	2
	1.06181104
	0.53090552
	14.25363841
	1.0865E-06
	

	Residual
	371
	13.81864351
	0.037247018
	
	
	

	Total
	373
	14.88045455
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	-0.015728954
	0.010026727
	-1.56870276
	0.117569689
	-0.035445297
	0.003987388

	X Variable 1
	0.062527625
	0.051420837
	1.215997821
	0.224758885
	-0.038585214
	0.163640465

	X Variable 2
	-0.241818927
	0.051433803
	-4.70155643
	3.64621E-06
	-0.342957263
	-0.14068059


V. Conclusion:  Below are the graphs of the actual versus the fitted model for both time series.  
[image: image8.emf]Actual Versus Fitted Model: First Time Period
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[image: image9.emf]Actual Versus Fitted Model: Second Time Period
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There is a definite lag in the first graph and the second graph shows that, as indicated by the adjusted R squared term, that the model does not fit that first the differences very well.  In the future, if one wanted to improve these models, it might be worthwhile regressing or trending the data against GDP or GNP data, as these economic measures might be somewhat indicative of unemployment.  
