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Introduction

Tonight, at the Madison Square Garden in New York City, fans will have the opportunity to watch in awe as their favorite track and field athletes compete in the 104th running of the Millrose Games.   In 1908, the Millrose Athletic Association was formed as a recreational club by the employees of the John Wanamaker Department Store.   In 1914, the Millrose Games moved to the Madison Square Garden and to this date it is the longest running event at the Garden.    
The Wanamaker run debuted in 1916 as a one and a half mile race.  Early winners including Paavo Nurmi, a nine time Olympic gold medalist, helped make the event a fan favorite.   In 1926, the race was shortened to one mile and has been raced at that distance ever since.  Bernard Lagat is going for his ninth Wanamaker mile win tonight.   
Data

I have collected historical winning Wanamaker miles from 1926-2010.  With this data, I’ve attempted to create a time series that hopefully will assist in predicting the winning time of tonight’s Wanamaker mile champion.  I collected my data from http://www.runningpast.com/wanamaker_mile.htm.  The data was converted into minutes so a winning time of 4 minutes and 06 seconds would equate to 4.10 minutes.  
Note to other students

I originally signed up for and passed the Time Series exam and homework assignments back in the fall of 2007.  Instead of working on my project right away, I decided to start studying for another SOA exam.  I soon found myself very busy at work and telling myself that I’d wait until after the May or November SOA sittings and finish my project.  The longer I waited, the harder it became to start.  Finally in 2011 as a New Year’s resolution, I decided to re-read all of the material and complete my student project.  My advice to all students reading my report, please read the NEAS posts and follow their recommendation to start your project as soon as possible.  I can attest that it gets much harder and takes significantly more time to complete the longer you wait.  
Analysis of the Original Data (1926-2010)
I started my analysis by plotting the winning Wanamaker mile times from 1926-2010.  As expected, there is a general downward trend due to advancements in training, nutrition, and a larger base of elite runners who push each other towards faster times each year.    In 1946, the winning time shot up to 4.32 minutes.  Leslie MacMitchell had just arrived home from serving in World War II and with little time to train won a slow race.   
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Correlogram Original Data (1926-2010)
To test whether the original data is stationary, I plotted the sample autocorrelations against their lags.  This is known as a correlogram.   If the data is stationary, I expect these sample autocorrelations (sample covariance / sample variance), to decline rapidly and to oscillate around 0 as lag k increases.
The correlogram below of the original Wanamaker mile data does not rapidly decrease to 0.  It appears that the original data is not stationary. 
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1st and 2nd differences of Original Data (1926 – 2010)
In order to fit a stationary time series, I took the first and second differences plotted below.  A first difference is the change in the series from period Y(t-1) to  Y(t).   A second difference would be the difference between Y(t-2) and Y(t).  
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The plots of the sample autocorrelations for both the first and second differences appear to decline sharply towards 0 after lag 1.   Both the first and second differenced correlograms are similar in nature.  I decided it would be best to not over difference the time series and by the principal of parsimony I decided to test the first difference. 
Since I was not convinced that the first difference autocorrelations were normally distributed with a mean of zero and variance of 1/n, I performed Bartlett’s test on 84 lags at a 5% significance level.  Three of the data points, including lag 1, were significant when compared to the test statistic of .2138.   However, one would expect roughly 4.2 (84*.05) data points to fall outside this range at a 5% significance level.   Because both the correlogram and Bartlett’s test for the first differenced sample autocorrelations appeared to demonstrate a white noise process, I decided to construct AR(1), AR(2), AR(3), AR(4), and MA(1) models.  
Original Data (1926-2010) Time Series (1st difference)
[image: image6.emf]AR(1)

Regression Statistics Coefficients P-value Box Pierce Q - Stat: 51.56001

Multiple R 0.5157452Intercept -0.005823921 0.318317Value at 10% Significance (72 df): 86.63543

R Square 0.2659931X Variable 1 -0.516123816 6.0444E-07P Value of Box-Pierce Q-Stat at 10% and with 72 df:0.960147

Adjusted R Square 0.2569313 Durbin Watson: 2.240456

Standard Error 0.0527397

Observations 83

AR(2)

Regression Statistics Coefficients P-value Box Pierce Q - Stat: 44.25044

Multiple R 0.5575957Intercept -0.0077551020.17976655Value at 10% Significance (72 df): 86.63543

R Square 0.310913X Variable 1 -0.641693631 8.3683E-08P Value of Box-Pierce Q-Stat at 10% and with 72 df:0.994669

Adjusted R Square 0.2934677X Variable 2 -0.2496357360.02413211Durbin Watson: 2.169365

Standard Error 0.051495

Observations 82

AR(3)

Regression Statistics Coefficients P-value Box Pierce Q - Stat: 32.27749

Multiple R 0.6226248Intercept -0.0106391150.06007732Value at 10% Significance (72 df): 86.63543

R Square 0.3876616X Variable 1 -0.726182791 2.3415E-09P Value of Box-Pierce Q-Stat at 10% and with 72 df:0.999979

Adjusted R Square 0.3638043X Variable 2 -0.4659991040.00035996Durbin Watson: 2.102259

Standard Error 0.0491495X Variable 3 -0.3357651410.00265561

Observations 81

AR(4)

Regression Statistics Coefficients P-value Box Pierce Q - Stat: 27.05277

Multiple R 0.6501632Intercept -0.0139093890.01523412Value at 10% Significance (72 df): 86.63543

R Square 0.4227122X Variable 1 -0.796182901 4.3852E-10P Value of Box-Pierce Q-Stat at 10% and with 72 df: 1

Adjusted R Square 0.3919235X Variable 2 -0.575123219 4.3181E-05Durbin Watson: 1.955503

Standard Error 0.0478655X Variable 3 -0.4813666490.00053534

Observations 80X Variable 4 -0.1950701520.08481192

MA(1)

Mean (1st Differences) = -0.0041468 Theta approcahes 1 as p1 approaches -.5

r1= -0.5160772 * The MA(1) model time series is not invertible

Theta= [-1 +/- sqrt(1-4r^2)]/2r = #NUM! sinice the absolute value of theta is undefined or > 1

Yt = Et+(Et-1)(-.4413735)-.004147


Using Excel’s built in regression function I constructed AR(1), AR(2), AR(3), and AR(4) models and proceeded to calculate their Box Pierce Q  and Durbin Watson statistics.  
I used the Yule-Walker equations to calculate theta θ1= [-1 ± SQRT(1-(4 *r1^2))] / [ 2* r1] of the MA(1) model.  Doing so led to the realization that the first differenced data is not stationary.   The absolute value of the first sample autocorrelation (r1 = -.5160772) is greater than 0.5.  This leads to the calculation of theta being undefined (theoretically greater than 1) and the time series not being invertible.  In general, as first sample autocorrelation r1 approaches -.5,   θ1 approaches 1.  As r1 approaches -1.0, θ1 approaches infinity.    For a MA(1) model to be invertible, we would expect the Yule-Walker equations to have the same first sample autocorrelation if we used either θ1 or (1/ θ1).  This is not the case for our MA(1) model.    
As an additional test that the first differenced data is not stationary, I added up the sum of the coefficients for the AR(1), AR(2), AR(3), and AR(4) processes.  The absolute value of the summed coefficients for each individual autoregressive mode is greater than 1, confirming that first differenced data of 1926-2010 Wanamaker Mile winners in not stationary.  
Next Step
I proceeded to try other time series:

· 1947-2010, due to a very slow time in 1946.

· 1947-2010 first and second differences

· Natural Log 1926-2010 and 

· Natural Log 1926-2010 first difference
For each of these series, the correlograms did not display stationary properties.  I confirmed my findings using Bartlett’s test at the 5% significance level, where each model had multiple sample autocorrelations beyond the 5% confidence intervals.    
However, these correlograms along with their first sample autocorrelations show that these time series are not stationary.

1975-2010 Wanamaker Mile Data
In an effort to find a stationary time series model, cut the data down to 1975-2010.  Plotted below are the graphs of the Wanamaker Mile times, sample autocorrelations and also the first differenced times and their correlogram.   In Excel, I calculated second differences and the corresponding correlogram, but determined that it was similar in nature to the first differenced correlogram.   
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The correlogram of the original 1975-2010 sample autocorrelations decrease slowly towards zero, and the data does not appear to be stationary.
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The correlogram of the 1st differenced sample autocorrelations declines sharply towards zero after lag 1 and appears to oscillate around 0.   Using Bartlett’s test at a 5% significance level only lag 1 was greater than the test statistic of 0.3313.     From the correlogram and Bartlett’s test, I concluded that the first difference appears to be a stationary time series.
1975-2010 Wanamaker Mile Time Series Models (1st Difference)
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Regression Statistics Coefficients __P-value _Box Pierce Q- Stat: 1151337
Multiple R 0.3837114 Intercept 0006733763 0.51738367 Value at 10% Significance (25 df): 2961509
Rsquare 0.1472344 X Variable 1 -0.383045198 0.02507483 P Value of Box-Pierce Q-Stat at 10% and with 25 df. 0.951834
Adjusted R Square 01205855 Durbin Watson: 2.206147
Standard Error 0.059768
Observations 3
AR(2)

Regression Statistics Coefficients __P-value _Box Pierce Q- Stat: 8022256
Multiple R 0.479442 Intercept 0010355995 0.31784477 Value at 10% i 2961509
Rsquare 0.2298647 X Variable 1 0495574215 0.00709887 P Value of Box-Pierce Q-Stat at 10% and with 25 df. 0.995043
Adjusted R Square 0.1785223 X Variable 2 031267237 _0.0777717 Durbin Watson: 2.22759
Standard Error 0.0579827)
Observations 33
AR(3)

Regression Statistics Coefficients __P-value _Box Pierce Q- Stat: 2308414
Multiple R 05719737 Intercept -0.014430257 0.16701647 Value at 10% Significance (25 df): 2961509
Rsquare 0.3271533 X Variable 1 -0.612218938 0.00172435 P Value of Box-Pierce Q-Stat at 10% and with 25 df. 0.993632
Adjusted R Square 0.2550633 X Variable 2 049212965 0.01405509 Durbin Watson: 2.039767
standard Error 0.0560578 X Variable 3 -0.355072969 0.05305286
Observations 32
ma(1)

Box Pierce Q- stat: 25.47711

Mean (1st Differences) = -0.0053333 Value at 10% significance (25 df): 2961509
r= -0.3830388 *~ 15t auto correlation P Value of Box-Pierce Q-Stat at 10% and with 25 df: 0.227092
Theta=[-1+/- sort(1-4r~2)1/2r = 04663391 Durbin Watson: 3.345273
Yt = Et+{Et-1)(.466339)-.005333





Autoregressive time series are modeled as: Yt = δ + [image: image13.png]


  + εt
My models are:
AR(1) Yt = εt - 0.0067 - 0.3830[image: image15.png]


  
AR(2) Yt = εt - 0.0104 - 0.4956[image: image17.png]
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AR(3) Yt = εt - 0.0149 - 0.6122[image: image21.png]
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The p-value for each of these variables is significant at a 5% level, except for the (-0.3551) in the AR(3) model.   If we were testing at a 5% significance level, then I would drop the variable, thus fitting the time series with a less than ideal AR(2) model Yt = εt - 0.0149 - 0.6122[image: image27.png]
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 .   
Proceeding with the AR(1) and AR(2) as possible models, I looked at the Durbin Watson statistics to check for serial correlation.  A Durbin Watson statistic is always between 0 and 4.  If a model’s Durbin Watson statistic is close to two, then it is a good indicator that there is no serial correlation between the residuals.  If the Durbin Watson statistic is not close to two, it could potentially lead to limitations in the model.   Both the AR(1) and AR(2) models have Durbin Watson statistics around 2.2 which means that the residuals show little or no serial correlation.  
The next check for model reasonability was to calculate the Box-Pierce Q statistic.  A Box-Pierce Q statistic follows a chi-squared distribution with K-p-q degrees of freedom. My calculation for the Box-Pierce Q statistic with 25 degrees of freedom was done by ignoring the first few residuals.   Including too many observations in the calculation, leads to an increase in the likelihood of rejecting the null hypothesis that the residuals follow a white noise process.     
The Box-Pierce statistics for the AR(1) and AR(2) processes are 11.51 and 8.02.  A 10% chi-squared value on 25 degrees of freedom is 29.62.   Because the Box-Pierce statistics are less than 29.62, we cannot reject that the residuals follow a white noise process.  

Both the Durbin Watson statistics are similar for the AR(1) and AR(2) models.  However the adjusted R-squared value is higher for the AR(2) model and because the Box-Pierce Statistics for the AR(2) model is lower than that of the AR(1) model, I concluded that  Yt = εt - 0.0104 - 0.4956[image: image31.png]
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 is a good model for the 1975-2010 Wanamaker mile times.  
MA(1) model for first differences (1975-2010)
I also calculated the moving average model: Yt = Et+(Et-1)(.466339)-.005333 using the Yule-Walker equation to calculate theta based on the first sample autocorrelation.  After calculating the residuals of the MA(1) model vs. the actual values, I found the Durbin-Watson statistic to be 3.35 (indicating serial correlation among the residuals) and the Box-Pierce Q statistic not significant at the a 10% level.  
From these statistics, I determined the AR(2) model is superior to the MA(1) model. 
Plot of Actual Data vs. AR(2) model of first differences (1975-2010)
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From the plot of the AR(2) model vs. the actual data, it appears that the  AR(2) model has some limitations, especially between lag 17 and lag 21, but overall does a pretty good job.   
Conclusion

The results are in for the 2011 Wanamaker mile.  Deresse Mekonnen of Ethiopia won the 105th racing of the Wanamaker mile tonight in a very slow 3 minutes and 58.58 seconds.  The AR(2) model predicts a 3 minutes and 55.58 second winner. It appears that there are additional variables that can affect the forecasting ability of a time series such as when runners choose a slow or fast race strategy.   Therefore, I believe that any time series used to model the Wanamaker mile winner be used with caution.      
The 2011 prediction based on an AR(2) model of first differences for 1975-2010:

	First difference 2011 based on AR(2) using 2009 and 2010 = -0.00653105

Actual 2010 time: 3.9383 minutes 

Expected 2011 time: 3.9383 - .00653105 = 3.93176895 minutes  

Expected 2011 time = 3 minutes + 60*.93176895 seconds = 3 minutes 55.91 seconds

Actual 2011 winning time: 3:58.58

	


	

	


