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I’m moving to a new neighborhood, and quality of schools is particularly important.  In Massachusetts, all students grade 3 through 10 are required to take a Massachusetts Comprehensive Assessment System (MCAS) test, the results of which are publicly available by school and district.  The MCAS test scores are broken down into the three categories of Math, Science, and English.
For my student project I examined the factors that contribute to quality of math instruction, as defined by average math MCAS scores for 3rd graders.  MCAS scores range from 0-100.  All the data for this project were taken from the Massachusetts Department of Education website:  http://www.doe.mass.edu/mcas/.  Actual average MCAS scores per district varied from a low of 65.2 to a high of 100.
I filtered out the reported districts by removing vocational schools and other items that were reported as districts but were clearly not.  The resulting data set included 228 districts throughout Massachusetts.
While there were many variables available to choose from that may influence scores, I chose the most promising factors that I predicted would have the most impact on Math test scores.  The initial model will include five explanatory variables, but subsequent models will be developed in an attempt to improve explanatory power.

The variables are as follows:

Y = MCAS Math Scores (3rd grade)

X1 = MCAS English Scores (3rd grade)

X2 = Expenditures per Pupil

X3 = Students per Teacher

X4 = Average Teacher Salary

X5 = Percent of Students who are low income

Having defined the variables, we will first look at the correlations, presented below.

	
	Y
	X1
	X2
	X3
	X4
	X5

	Y = Math Scores
	1.000
	 
	 
	 
	 
	 

	X1 = English Scores
	0.931
	1.000
	 
	 
	 
	 

	X2 = Expenditures PP
	-0.143
	-0.190
	1.000
	 
	 
	 

	X3 = Student Ratio
	0.236
	0.215
	-0.668
	1.000
	 
	 

	X4 = Teacher Salaries
	0.126
	0.040
	0.433
	-0.013
	1.000
	 

	X5 = Low Income %
	-0.866
	-0.880
	0.226
	-0.256
	-0.087
	1.000


It appears that the correlation between English scores (X1) and Math scores (Y) is very high (0.931), which first indicates it may be a good explanatory variable.  Conversely, expenditures per pupil (X2) show high positive correlations with teacher salaries (X4) and high negative correlations with student ratios (X3).  This makes sense, since teacher salaries are a component of expenditures per pupil and lower student ratios imply higher spending per student, all else being equal.  This implies a high degree of multi-collinearity in the model, so X2 may not be a good choice of variable.
Model 1 - All Variables

Model one was selected to include all five variables.  I ran the results through Excel’s regression utility.  The full regression equation for model 1 is:
Y = 1.064 X1 + 0.000 X2 + 0.299 X3 + 0.00005 X4 – 6.260 X5 – 17.217

	Regression Statistics

	Multiple R
	0.94069

	R Square
	0.88490

	Adjusted R Square
	0.88230

	Standard Error
	2.14620

	Observations
	228

	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-17.21168
	7.23709
	-2.37826
	0.01824

	X1 = English Scores
	1.06410
	0.06791
	15.66828
	0.00000

	X2 = Expenditures PP
	0.00020
	0.00011
	1.88193
	0.06115

	X3 = Student Ratio
	0.29869
	0.13990
	2.13508
	0.03385

	X4 = Teacher Salaries
	0.00005
	0.00003
	1.74103
	0.08306

	X5 = Low Income %
	-6.26038
	1.57192
	-3.98264
	0.00009


Adjusted R2 = 0.8849, so fully 88.49% of the variation in math test scores is explained by this regression model.  This is a very good start, but it would be worthwhile attempting to improve upon the model to see if we can reduce some variables.  We will analyze the variables in order:

English test scores (X1), appears to be an excellent predictor of math test scores.  Its P value is very close to zero and t statistic is very much higher than the 95% significance level, indicating that the null hypothesis can be rejected at an extremely high degree of confidence.
This should be expected, considering that across multiple school districts factors that contribute to success on one standardized test would likely also contribute to success on another test.  Since both logically and statistically English test scores seem like good predictors of math test scores, we will leave them in our model.

Expenditures per pupil (X2), looks to be a poor bad predictor of math test scores.  The coefficient is close to zero, the P value isn’t high enough to reject the null hypothesis at a 95% confidence level, and the t statistic is less than 2.

While this may seem surprising, expenditures per pupil may not be a good indicator of test scores because expenditures may be lower in more efficient districts and districts with less special needs students or other issues.  Furthermore, we would expect to see spending per pupil to be higher in urban areas with higher land prices.

Furthermore, as noted above, X2 has a high correlation with two other variables, making it a good candidate for removal from our model

We will attempt to improve on our model by removing X2.

Model 2 – 4 Variables

Model 2 includes all variables except for spending per pupil.  The full regression equation for model 2 is:

Y = 1.072 X1 + 0.111 X3 + 0.00008 X4 – 5.871 X5 – 14.9333

	Regression Statistics

	Multiple R
	0.93971

	R Square
	0.88306

	Adjusted R Square
	0.88096

	Standard Error
	2.15839

	Observations
	228


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-14.93334
	7.17566
	-2.08111
	0.03857

	X1 = English Scores
	1.07212
	0.06817
	15.72824
	0.000000

	X3 = Student Ratio
	0.11074
	0.09852
	1.12404
	0.26221

	X4 = Teacher Salaries
	0.00008
	0.00002
	3.47970
	0.00060

	X5 = Low Income %
	-5.87103
	1.56710
	-3.74643
	0.00023


Adjusted R2 isn’t changed much compared to the old model (88.5% to 88.3%), but with one less variable and less chance of multi-collinearity issues it appears that the four variable model is improved from the five variable version.  Unlike R2, adjusted R2 takes into account the number of factors, so technically the first model has more explanatory power.  When considering all factors, however, the reduced model is an improvement, especially since more variables have high p values.
We will now consider further variable to remove from our model.

X3, Student Ratio, has a high p value that does not allow us to reject the null hypothesis at even a 75% significance level.  While we may at first glance expect student ratio to have higher explanatory power, the problem may result in the data.  High student-teacher ratios could depend on the definition of teacher.  Many poorly performing schools may have teachers assistants and other aids that could end up lowering the ratio.  Furthermore, the proportion of students in elementary school vs high school could have a strong impact on the ratio.  If we had a more accurate dataset we would only consider the student-teacher ratio for the third grade, since that is the population we are measuring test scores against.  Unfortunately since we don’t have this data it would likely be best to remove X3 from our model.

Model 3 – 3 Variables

Model 3 includes three variables, excluding spending per pupil and student-teacher ratio.  The full regression equation for model 2 is:

Y = 1.070 X1 + 0.00008 X4 – 6.129 X5 – 13.080.
	Regression Statistics

	Multiple R
	0.93936

	R Square
	0.88240

	Adjusted R Square
	0.88082

	Standard Error
	2.15966

	Observations
	228


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-13.08061
	6.98789
	-1.87190
	0.06252

	X1 = English Scores
	1.07023
	0.06818
	15.69605
	0.000000

	X4 = Teacher Salaries
	0.00008
	0.00002
	3.43698
	0.00070

	X5 = Low Income %
	-6.12971
	1.55102
	-3.95205
	0.00010


R2 dropped very slightly, as is expected, but adjusted R2 dropped as well.  The amount is extremely small, however, and having only 3 variables is a big improvement from the original 5 variable model.  Furthermore, all variables now have extremely low p values that indicate all the variables have significant explanatory power.  This is a very good model.

For the sake of exercise, let’s consider a single variable model, English Scores (X1).

Model 4 – 1 Variable

	Regression Statistics

	Multiple R
	0.93074

	R Square
	0.866276

	Adjusted R Square
	0.865684

	Standard Error
	2.292732

	Observations
	228


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-32.22224
	3.22213
	-10.00028
	0.00000

	X Variable 1
	1.31253
	0.03430
	38.26290
	0.00000


This model has a lower adjusted R2 than the other models do, but it only has one variable.  English test scores alone explain about 86.5% of the variance seen in Math test scores, which is an impressive result.

Unfortunately, although this model shows that English scores are a very good predictor and the statistical values work well, it isn’t a very useful model.  In reality we know that inputs like variables X2 through X5 affect outputs, of which Y and X1 are both.  In other words, English scores are very highly correlated to math scores but they don’t cause high math scores.
To come up with a useful model, I will again modify Model 3, but this time by removing English test scores.

Model 5 – 2 Variables
Model 5 only includes teacher salaries and percentage of low income students.
	Regression Statistics

	Multiple R
	0.86779

	R Square
	0.75305

	Adjusted R Square
	0.75086

	Standard Error
	3.12257

	Observations
	228


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	94.08102
	2.15363
	43.68483
	0.00000

	X4 = Teacher Salaries
	0.00005
	0.00003
	1.56012
	0.12014

	X5 = Low Income %
	-27.56237
	1.06359
	-25.91450
	0.00000


Adjusted R2 is significantly worse in this model, but we may have expected that considering that English scores were such a good predictor of Math scores.

In this model, teacher salaries have high p values and are now a good candidate to be dropped, which we will do next.

Model 6 – 1 Variable

	Regression Statistics

	Multiple R
	0.86625

	R Square
	0.75038

	Adjusted R Square
	0.74928

	Standard Error
	3.13246

	Observations
	228


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	97.40303
	0.32362
	300.97940
	0.00000

	X5 = Low Income %
	-27.70596
	1.06295
	-26.06504
	0.00000


This simple model has an adjusted R2 of 75%, meaning it explains 75% of the variance in Math test scores.  This is actually the lowest adjusted R2 of all the models we tested, so a traditional statistics textbook may consider it to be the poorest of the models I’ve considered, but in my opinion is the most useful model.

In this case a very simple statistic has lots of explanatory power.  It doesn’t suffer from multi-collinearity that probably existed in some of the earlier models, and it doesn’t include statistically powerful but not useful items like English test scores.  Finally, this simple statistic tells a powerful story about communities and schools.
The final regression equation is:

Y =  -27.705 X5  + 97.403
This indicates that for every 1% increase in low income students we can expect test scores to drop by more than a quarter of a point.  I believe that administrators tend to focus on the other factors such as expenditures, teacher salaries, and class sizes, but they may want to focus more on why low income students fare so much worse in standardized tests.
