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Introduction
We want to know the sales of a food, the product can be used as snacks, camping food, or diet food; this product is usually referred to as Newfood. Therefore We did a six-month marketing test, decision expected The so-called Newfood import strategy, such as: can accurately estimate the first year of sales, marketing study specific variables to determine the best or a good marketing plan, and can estimate the potential of the product.
Data

There are 24 referenced records as follow：
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Analysis

First, for the data we can find as time passes every 1 unit prices resulting from lower sales also increased, which is the price (P) and sales (S) of the negative correlation may exist more strongly trend.
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Therefore, the price (P) elasticity of consumers increased with the lapse of time, price (P) trend of negative correlation with sales (S) growing strongly.
In the analysis of the relationship between advertising and sales, you can find related phenomena from a positive into a negative.
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The relationship between sales and advertising by three mapping, can be found that A = 1 ($ 6 million) by the time of declining sales; A = 0 ($ 3 million) to S2 when the minimum volume. Therefore, we conclude advertising intensity is greater, may result in higher sales.
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Using statistical software SPSS, were based on three dependent variables (S1, S2, S3) and price (P), advertising (A), location (L) three independent variables for linear regression analysis to obtain the following three regression equation.
S1 = 662.733 - 15.1P + 20.5A + 1.833L
S2 = 465.554 - 10.363P + 3.917A - 5.917L

S3 = 556.15 - 12.975P - 22.083A + 5.083L

Respectively, the coefficient for the regression test, in the three regression equations, they all only the price (P) effects have significant impact on sales, on advertising (A) and location (L), we do not have enough evidence to prove its Sales have a significant impact. (Appendix 1)
Now, We can show that adding in the regression formula Income (I), Volume (V), after the two variables, price (P), advertising (A), location (L) in the regression coefficient is negative in the no change (in addition to outside S3), indicating that:
1. Adding Income (I) and Volume (V) two variables, price (P), location (L) on the dependent variables (S1, S2 and S3) did not change the direction of impact, but coefficient increase; Add advertising (A) on the S1, S2 for the positive impact of improved, but The impact on the S3 from negative to positive. Which means that Income (I), Volume (V) and price (P), advertising (A), location (L) are negative correlation.
2. Although entry Income (I) and Volume (V) two variables, price (P), advertising (A), location (L) on the dependent variables (S1, S2 and S3) generally does not change the direction of impact; but advertising (A) is the maximum magnitude of the changes; that is, in consideration of regional income (I) and Volume (V) and other two factors, the advertising budget (A) of the average monthly sales The impact becomes more obvious, so Income (I), Volume (V) and advertising (A) greater than the relationship between price (P) and location (L).

3. Overall, we found that adding Income (I) and Volume (V), the corrected R-Square value increased, indicating increased explanatory power of regression. (Appendix 2)
Although the predictive value on the sales (S) model and the actual value of sales (S) will be unable to determine the existence of random error. Test S1, S2, S3 of the residual expectations, are equal to zero can not reject the hypothesis. Therefore, although not exactly equal to the actual value of the predictive value, but the model is still met. (Appendix 3)
Conclusion
In this case, we observed variables, advertising (A), Income (I), Volume (V) between a strong association between two and Collinearity reasonable doubt there will be problems, but calculating their variance inflation factor (Variance Inflation Factors, VIF) values, found that VIF Value and not large enough to prove Collinearity is a problem. To improve accuracy, we propose to increase the accuracy of the information plots to exclude the effect of collinearity.
Regression is a forecast tool to view the sales and other causal relationship between variables and make predictions. In order to let the R square value of the better, we used stepwise regression (Stepwise Regression), derived regression equation at right: Sales = 207 - 10.6 × P + 74.4 × A + 7.89 × V, we can see that the stepwise regression eliminated two factors i and l, get a more appropriate regression model.
The remaining price (P), advertising (A), Volume (V) are three factors which we can manipulate the variables are price (P) and advertising (A), Net margin was as follows:
	Advertising
	Price

	
	24
	29
	34

	0 ($3 millions)
	$ 2.06 million
	$ 1.74 million
	$ 0.55 million

	1 ($6 millions)
	$ 1.26 million
	$ 1.55 million
	$ 0.97 million


According to the analysis, we propose to introduce this product to low-cost strategy (Price = 24), and a reasonable budget (Advertising = $ 3 million) investment in advertising. (Appendix 4)
Finally, the results of the following limitations: the regression to predict the way, is very commonly used method, but this prediction with the lack of characteristic changes over time. In this case, we observed that advertising appeals and consumers will cause sales to experience different changes, that is, the next issue of the impact of sales will be early. Have loyal customers continue to buy, but also a new experience to join, but also have not satisfied the user to leave.
Appendix 1：Regression Analysis Statistical Reports
S1 Model：S1 = 662.733 - 15.1P + 20.5A + 1.833L
Coefficients(a)

	Model 
	Unstandardized
Coefficients
	Standardized
Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	B
	Std. Error

	1
	(Constant)
	662.733
	100.297
	
	 6.608
	.000

	 
	p
	-15.100
	  3.360
	-.704
	-4.494
	.000

	 
	a
	 20.500
	 27.435
	 .117
	  .747
	.464

	 
	l
	  1.833
	 27.435
	 .010
	  .067
	.947


a  Dependent Variable: s1

S2 Model：S2 = 465.554 - 10.363P + 3.917A - 5.917L
Coefficients(a)

	Model 
	Unstandardized
Coefficients
	Standardized
Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	B
	Std. Error

	1
	(Constant)
	465.554
	66.122
	
	 7.041
	.000

	 
	p
	-10.363
	 2.215
	-.722
	-4.678
	.000

	 
	a
	  3.917
	18.087
	 .033
	  .217
	.831

	 
	l
	 -5.917
	18.087
	-.050
	 -.327
	.747


a  Dependent Variable: s2
S3 Model：S3 = 556.15 - 12.975P - 22.083A + 5.083L
Coefficients(a)

	Model 
	Unstandardized
Coefficients
	Standardized
Coefficients
	t
	Sig.

	
	B
	Std. Error
	Beta
	B
	Std. Error

	1
	(Constant)
	556.150
	70.037
	
	7.941
	.000

	 
	p
	-12.975
	2.346
	-.767
	-5.530
	.000

	 
	a
	-22.083
	19.158
	-.160
	-1.153
	.263

	 
	l
	5.083
	19.158
	.037
	.265
	.793


a  Dependent Variable: s3
Appendix 2：Join I, V two variables in Regression
Table：Changes in regression (Join I,V before / after)
	Variable
	S1, Join I, V
	S2, Join I, V
	S3, Join I, V

	
	Before
	After
	Before
	After
	Before
	After

	P
	-15.100
	-11.872
	-10.363
	-9.414
	-12.975
	-10.992

	A
	 20.500
	128.107
	3.917
	21.609
	-22.083
	41.478

	L
	  1.833
	7.979
	-5.917
	-2.118
	5.083
	9.222

	I
	
	-6.095
	
	-45.617
	
	-11.742

	V
	
	12.291
	
	7.598
	
	8.278
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	0.436
	0.76
	0.453
	0.653
	0.558
	0.761


Appendix 3：Residual Analysis
· S1 residual analysis：

a) The figure shows residuals falls in a straight line around, so follows the normal distribution.
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b) Between ±3SD, residuals follows the normal distribution.
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· S2 residual analysis：
a) The figure shows residuals falls in a straight line around, so follows the normal distribution.
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b) Delete data 9, Between ±3SD, residuals follows the normal distribution.
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· S3 residual analysis：
a) The figure shows residuals falls in a straight line around, so follows the normal distribution.
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b) Delete data 9, Between ±3SD, residuals follows the normal distribution.
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Appendix 4：Projected Unit Sales
(Price and advertising strategies in different situations)
Table 1：Unit Sales in the test market
	Advertising
	Price

	
	24
	29
	34

	0 ($3 millions)
	205.08 Units
	152.08 Units
	 99.08 Units

	1 ($6 millions)
	279.48 Units
	226.48 Units
	173.48 Units


Table 2：Projected Financial Data on different (P,A), National
	(Price, Advertising)
	(24,0)
	(24,1)
	(29,0)
	(29,1)
	(34,0)
	(34,1)

	Sales (million cases)
	2.00
	 2.73
	1.48
	 2.21
	0.97
	1.69

	Revenue (million$)
	8.06
	10.99
	7.23
	10.76
	5.52
	9.66

	Manufacturing (million$)
	3.00
	 3.73
	2.48
	 3.21
	1.97
	2.69

	Advertising (million$)
	3.00
	 6.00
	3.00
	 6.00
	3.00
	6.00

	Net Margin (million$)
	2.06
	 1.26
	1.74
	 1.55
	0.55
	0.97


Table 3：Net Margin, National
	Advertising
	Price

	
	24
	29
	34

	0 ($3 millions)
	$ 2.06 million
	$ 1.74 million
	$ 0.55 million

	1 ($6 millions)
	$ 1.26 million
	$ 1.55 million
	$ 0.97 million


Page 1

_1359907578.xls
Sheet1

		

				Correlation		S1		S2		S3

				P		-0.70		-0.72		-0.77






_1359907940.xls
Sheet1

		

				Correlation		S1		S2		S3

				A		0.12		0.03		-0.16






_1345637534.xls
Sheet1

		

				Salse						Price		Advertising		Location		Income		Volume		City#				Salse						Price		Advertising		Location		Income		Volume		City#

				S1		S2		S3		P		A		L		I		V						S1		S2		S3		P		A		L		I		V

				225		190		205		24		0		0		7.3		34		3				204		200		175		29		0		1		6.5		37		3

				323		210		241		24		0		0		8.3		41		4				288		171		247		29		0		1		8.4		43		4

				424		275		256		24		1		0		6.9		32		1				245		120		117		29		1		1		6.5		30		1

				268		200		201		24		1		0		6.5		28		2				161		116		111		29		1		1		6.2		19		2

				224		190		209		24		0		1		7.3		34		3				161		141		111		34		0		0		7.2		32		3

				331		178		267		24		0		1		8.3		41		4				246		126		184		34		0		0		8.1		42		4

				254		157		185		24		1		1		6.9		23		1				128		83		83		34		1		0		6.6		29		1

				492		351		365		24		1		1		6.5		37		2				154		122		102		34		1		0		6.1		24		2

				167		163		145		29		0		0		6.5		33		3				163		116		116		34		0		1		7.2		32		3

				226		148		170		29		0		0		8.4		39		4				151		112		119		34		0		1		8.1		36		4

				210		134		128		29		1		0		6.5		30		1				180		100		75		34		1		1		6.6		29		1

				289		212		200		29		1		0		6.2		27		2				150		122		101		34		1		1		6.1		24		2






_1345642006.xls
Chart1

		S1		S1

		S2		S2

		S3		S3



A0

A1

225.75

246.25

162.0833333333

166

182.4166666667

160.3333333333



Sheet1

				S1		S2		S3

		0		225.75		162.08		182.42

		1		246.25		166.00		160.33






