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Introduction

For my time series project I will look at addiction to narcotics other than Heroin.  The introduction of strong prescription pain killers such as OxyContin has sparked attention to narcotics addiction.  In 2007 three pharmaceutical executives were fined $634 million dollars for over-promoting OxyContin and were accused of lying about it’s potential for abuse and addiction. (4)  In some Appalachian regions of Ketunckly law officials say OxyContin addiction is out of control. (5)  
OxyContin was approved by the FDA because it is extremely effective at treating pain.  However, when a person starts taking opiates in the absence of pain, the use of prescription pain killers is likely to lead to addiction and is considered a gateway drug to heroin. (1)  Heroin has been around in the United States since the Early 1900s while prescription pain killers are a relatively recent phenomenon. I am interested in looking into the trends of addiction to narcotics other than heroin to help predict the future of opiate addiction.  Is non-heroin opiate use rising steadily or is it remaining static over time?  
My data comes from a yearly publication summarizing national survey results administered by the National Institute of Drug Abuse.  The data for my study shows trends in lifetime prevalence of Narcotics other than Heroin among college students 1 to 4 years beyond high school from 1980-2009 (3).   
Results 

Below is a graph which plots the original data from the National Institute of Drug Abuse.  Overall there appears to be an increasing trend in the percent prevalence of narcotics other than heroin among college students.  The percentages are fairly level between 1980-1996 and increase from 1996-2009.  (Worksheet original plot)
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The first step in model specification is to determine if the function is stationary.  A stationary process has a mean function that is constant over time.  Also, Cov(Yt,Yt-k) = Cov(Y0,Yk) for all time t and lag k.  An important diagnostic tool for examining stationarity is the sample autocorrelation function, rk which is defined as
      n
rk =∑ (Yt - μ)( Yt-k -μ)    for k = 1,2,3….
       t=k+1      ∑ (Yt - μ)


  t = 1
A plot of rk versus lag k is often called a correlogram.  The sample autocorrelation function for the standardized residuals illustrates the possible dependence in the stochastic component.  I will plot the sample autocorrelations and if they are close to zero, the data is random and exhibits stationarity.  

I will show the autocorrelation plot, the autocorrelation plot of first differences and the autocorrelation plot of second differences.  

Autocorrelation plot: In the autocorrelation function it looks like the magnitude of the ρk dies out exponentially fast as the lag k increases.  Furthermore, it appears that the function may be oscillating around zero.  However, since the first five autocorrelation values exceed two standard errors above zero, we can infer that this process is not stationary and has a high degree of autocorrelation.  (Worksheet Original ACF)
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Autocorrelation plot of first differences: The first differences seem to form a stationary process.  All points are with two standard errors and they appear to oscillate around zero.  

(Worksheet 1st diff ACF)
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Autocorrelation plot of second differences: Since there was no improvement in the ACF from the 1st differenced ACF to the 2nd difference, this may be a case of overdifferencing.   Overdifferening introduces unnecessary correlations into a series and will complicate the modeling process.  (Worksheet 2nd diff ACF)
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Since I determined that my model is a stationary process through differencing, I will turn my attention to choosing the appropriate values for p,q, and d.  P,q, and d are parameters of an integrated autoregressive moving average model (ARIMA).   I will use the principle of parsimony and find the model with the smallest number of parameters that will adequately represent the time series.  I will look at 3 models: ARIMA(1,1,0), ARIMA(2,0,0), and ARIMA(2,1,0).  Below is a graph with the original data and the three fitted models which helps visually illustrate the results.  (Worksheet data from ARIMA)
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All three models appear to represent the actual model fairly well.  I will use the Adjusted R Square, Akaike info Criterion, Schwarz Criterion, and Durbin-Watson Statistic to help determine which ARIMA model to use.  (Worksheet Statistical Table)
	
	ARIMA(2,0,0)
	ARIMA(1,1,0)
	ARIMA(2,1,0)

	Adjusted R-Square
	0.825615
	0.821566
	0.827565

	Akaike info Criterion
	3.429855
	3.452812
	3.479166

	Schwarz Criterion
	3.525013
	3.547970
	3.671142

	Durbin-Watson Statistic
	1.994317
	2.110615
	1.984541


R squared is a statistic that will give some information about the goodness of fit of the model.  The closer the Adjusted R-Square is to 1, the better.  In the case of our three ARIMA models, the ARIMA(2,1,0) model has a value that is closest to 1.  

The Akaike Criterion is another measure of goodness of fit and describes the tradeoff between bias and variance in model construction.  A lower the value of the Akaike Info Criterion indicates a better model.  The ARIMA(2,0,0) has the lowest value.  

The Shwartz criterion measures goodness of fit and also gives a penalty term for the number of parameters in the model.  This resolves the problem of overfitting when too many parameter are included.  This criterion is also better when closer to zero.  In the case of our three ARIMA models, the ARIMA(2,0,0) model is smaller.  

The Durbin- Watson Statistic is used to detect the presence of autocorrelation in the residuals,  The better model has a value closest to 2.  The ARIMA (2,0,0) model is the closest to 2 of the three models in question.  

Conclusion

The goal of this project was to find the best model to predict the future of narcotics other than heroin usage.  Cryer and Chan give steps of model building in their book, “Time Series Analysis: With Application in R”.  First, the class of model is selected that may be appropriate for the given observed series.  All statistical and outside knowledge of the topic should be considered in this step.  I decided to look at the ARIMA(2,0,0), ARIMA(2,1,0), and ARIMA(1,1,0) models.  The statistics seem to indicate that ARIMA(2,0,0) represents the model most accurately.  During this process, one should use the principle of parsimony to choose an appropriate model with the smallest number of parameters.  Since ARIMA (2,1,0) and ARIMA (2,0,0) models have very close statistical results the principle of parsimony indicates again that the ARIMA (2,0,0) model with one less parameter is better.  Finally, we assess the quality of the model that we have specified and I conclude that the ARIMA (2,0,0) model best fits the original data.  

Narcotics addiction is a very interesting topic to me.  Even though heroin and opiates have been around for centuries, the relatively recent introduction of mass-produced pharmaceutical pain killers has changed supply and demand for the drug.  Below is a best estimate of the forecast of the lifetime prevalence of narcotics other than heroin in college age people given the status quo conditions.  The continual rise in percentage lifetime prevalence gives a warning sign to me that the problem is not going away by itself and seems to growing over time.  (Worksheet Future Percent)
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In this project, I have used a simple model to predict the percentage lifetime prevalence of narcotics other than heroin in 18-22 year olds.  A much more complex model should to be used in order to accurately forecast this percentage.  Nevertheless, this project illustrates the simple process of choosing a model for observed data and assessing the quality of the results.       

Bibliography:

1.) Arnold, Chris. “Teen Abuse of Painkiller OxyContin on the Rise.” National Public Radio. 12/19/2005. http://www.npr.org/templates/story/story.php?storyId=5061674
2.) Cryer, Jonathan; Chan, Kung-Sik. “Time Series Analysis With Applications in R.” Springer Science+ Business Media, New york, NY. 2010.  
3.) Jonston, Lloyd; O’Malley, Patrick et all. “Monitoring the Future National Survey Results on Drug Use 1975-2009. Volume II College Students and Adults Ages 19-50.” The University of Michigan Institute for Social Research. Betesda, Maryland. 2010. http://monitoringthefuture.org/pubs/monographs/vol2_2009.pdf

4.) Lohr, Kathy. Siegel, Robert. “$634 Million Fine, No Jail For OxyContin Executives.” National Public Radio. 07/20/2007. http://www.npr.org/templates/story/story.php?storyId=12131233
5.) Watts, Natasha. “Ketucky Town Grapples with OxyContin Addiction.” National Public Radio. 10/10/2007. http://www.npr.org/templates/story/story.php?storyId=15143695
