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Introduction:

To earn money in college, I waited tables.  Often times my fellow servers and I tried to see trends in restaurant patronage.  Studies reported to us said the number one factor in tip amount was the total amount spent on the meal.  This report tries to find a predictive pattern on the amount spent on a monthly basis.

Data:

This project analyzes data obtained from the US Census Bureau for Full-Service Restaurants, which is NAICS code 7221.  The data can be found at http://www.census.gov/retail/mrts/www/data/excel/mrtssales92-present.xls.  The data looks at the estimates (in millions) spent in Ful-Service restaurants from January 1992 to December 2010.  In order to compensate for inflation, the data was adjusted based on the CPI index, also found on the US Census Bureau website.  When graphed, the data looks as follows:
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Despite the CPI adjustment, there still has been significant growth over the past 18 years, though a gradual downturn starting about when the recession hit.  That would seem to imply that this data is not stationary.  In order to confirm this, I graphed the autocorrelation function. 
[image: image2.png]}H Autocorrelation

0.8

o

0.4





The values of the autocorrelation function do approach zero but does not cross the axis until lag 78.  That, combined with the upward growth trend appears to exhibit some seasonality.  An analysis of the first differences yields these results:
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There does appear to be seasonal rises and falls, with a large amount of business in December and August, but a large drop in January and September.  Taking the autocorrelation of the first differences yields:
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This autocorrelation centers around zero, but the seasonality is still evident.  I will attempt to remove some of that effect by taking the twelve month difference (yt – yt-12).  The de-seasonalized shows:

[image: image5.png]De-seasonalized

1,200

1,000

800 T f

600

400

200

0 1

=
=
~

07

85

92
113
127
134
148
155
162
169
197

-200 1 l I

-400

600 H

-800





The data appears to fluctuate, but does not appear to have a seasonality about it.  The autocorrelation of the de-seasonalized data was also reviewed.
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While it declines to zero faster, there is still some doubt about whether or not the data is stationary.  Therefore, I will show the first differences of the de-seasonalized data and the autocorrelation of the first differences.
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While the autocorrelation may visually resemble the autocorrelation of the first differences without adjusting for seasonality, it is actually a better stationary, non-seasonal time series.  The values between which it fluctuates are much lower.  To exam the further whether or not the data is stationary, I will model it to both an AR(1) and AR(2) and look at the Durbin-Watson statistic, as well as the Box-Pierce Q statistic.  The AR models were calculated using Excel’s regression analysis features and yielded the following equations:
AR(1): yt = 4.423 - .425yt-1 
AR(2): yt = 5.630 - .554yt-1 -.299yt-1 
The Durbin-Watson Statistics are: 
for AR(1): DW = 2.250
for AR(2): DW = 1.941

Both of these values are very close to two, which supports the null hypothesis that there is no serial correlation present.

The Box Pierce Q statistics with a K of 10 were calculated as:
AR(1): Q = 9.375
AR(2): Q = 9.182

The Chi-squared value for degrees of freedom 9 (10 – 1) and a confidence level of 10% is 14.68.  Since both Q-statistics are less than the critical value, I fail to reject the null hypothesis that the residuals resemble a white noise process.

Conclusion:

While graphically the restaurant sales appear to follow a time-series trend very well.  I am at least justified in knowing that there are months (namely September and January) that show a severe drop in sales on an annual basis.  I am also encouraged to know that even with CPI adjustment, my time spent serving showed an overall annual growth.
