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Regression Analysis Student Project

Introduction:

A topic that is often debated and discussed in numerous circles is the wage gap between women and men.  After finding data that I thought would directly affect this gap, I wanted to determine which of these variables have the strongest positive effect on decreasing the distance between men and women’s wages.  

Data:

The data I obtained was found on the Bureau of Labor Statistics website (http://www.bls.gov/cps/wlf-databook2008.htm).  The variables I’ll be analyzing have been listed below:

	Y = Womens Earnings (% of Mens)

	B1 = # of Women Employed (Full-Time) in thousands

	B2 = # of Women Employed (Part-Time) in thousands

	B3 = # of Men Employed (Full-Time) in thousands

	B4 = # of Men Employed (Part-Time) in thousands

	B5 = Avg. Weekly Hrs Worked (Women)

	B6 = Avg. Weekly Hrs Worked (Men)



*Preliminary analysis of the variables shows that B1 and B3 are almost perfectly correlated.  Though this doesn’t seem to fit intuitively, I’ll attempt to remove B3 at a later stage of analysis.   Additionally, B2 and B4 are highly correlated.  Again, in another stage of analysis, I will attempt to remove it.  All other variables appear to contribute to the overall model in some form or another and will remain for the time being.  
	VARIABLE CORRELATION TABLE

	 
	B1
	B2
	B3
	B4
	B5
	B6

	B1
	1
	 
	 
	 
	 
	 

	B2
	0.946371
	1
	 
	 
	 
	 

	B3
	0.992855
	0.940573
	1
	 
	 
	 

	B4
	0.939872
	0.977051
	0.915831
	1
	 
	 

	B5
	0.898853
	0.788911
	0.868753
	0.805589
	1
	 

	B6
	-0.24815
	-0.15667
	-0.27097
	-0.11028
	-0.24955
	1


Analysis:
Each level of analysis done here is also available for viewing within the Excel file under the proper tabs. 
Case 1:  Regression on all Variables

	SUMMARY OUTPUT
	
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.992869662
	
	
	
	
	

	R Square
	0.985790167
	
	
	
	
	

	Adjusted R Square
	0.981053555
	
	
	
	
	

	Standard Error
	0.664022231
	
	
	
	
	

	Observations
	25
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	6
	550.5962366
	91.76603943
	208.1214052
	1.26615E-15
	

	Residual
	18
	7.936659415
	0.440925523
	
	
	

	Total
	24
	558.532896
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	-8.319647103
	28.125347
	-0.295806025
	0.770763647
	-67.4088084
	50.7695142

	B1
	-0.00020175
	0.000435785
	-0.462957107
	0.648943195
	-0.0011173
	0.0007138

	B2
	-0.002409772
	0.000550853
	-4.374621262
	0.000365416
	-0.003567071
	-0.001252473

	B3
	0.000365808
	0.000393327
	0.930033118
	0.364659936
	-0.000460543
	0.001192158

	B4
	0.009662469
	0.001339869
	7.21150333
	1.03949E-06
	0.006847509
	0.012477429

	B5
	1.026396967
	0.664834219
	1.543838957
	0.140026138
	-0.370367895
	2.423161829

	B6
	0.020765174
	0.020158367
	-1.030101972
	0.316605827
	-0.063116332
	0.021585984


With this data, we can see the model including all variables is written:

Y = 8.3196 – (0.000202)B1 + (0.00241)B2 + (0.000366)B3 + (0.00966)B4 + (1.02397)B5 + (0.0207652)B6

As can be seen from the R-Square statistic, this model does a good job of modeling the data.  Having an adjusted R-Square of .981 indicates over 98% of residuals are explained by this model.  Because our F-Statistic results in a p-value very close to zero, we can reject the omnibus null hypotheses.  These results indicate this model does a good job explaining the data, but there are clearly some drawbacks to it.  
Aside from the complexity due to the number of variables, we know that B1 is highly correlated with B3, and B2 is highly correlated with B4.  To avoid multicollinearity, I will remove B2 and B3 to see if the model is still explained well by the variables.  
Case 2: Regression on B1, B4, B5, and B6

	SUMMARY OUTPUT
	
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.983697688
	
	
	
	
	

	R Square
	0.96766114
	
	
	
	
	

	Adjusted R Square
	0.961193369
	
	
	
	
	

	Standard Error
	0.950324073
	
	
	
	
	

	Observations
	25
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	4
	540.4705791
	135.1176448
	149.6127498
	1.33561E-14
	

	Residual
	20
	18.06231688
	0.903115844
	
	
	

	Total
	24
	558.532896
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	-20.99521419
	23.33571067
	-0.899703227
	0.378983804
	-69.67265353
	27.68222514

	B1
	-7.88652E-05
	0.000145666
	-0.541411935
	0.594204083
	-0.000382719
	0.000224988

	B4
	0.005518663
	0.00081733
	6.752064063
	1.44073E-06
	0.003813743
	0.007223583

	B5
	1.678661593
	0.725512832
	2.313758653
	0.031437003
	0.165268349
	3.192054836

	B6
	-0.014351897
	0.028775201
	-0.49875923
	0.623390256
	-0.074375914
	0.04567212


Again, this model does a more than satisfactory job at modeling the data and explaining the residuals.   With an adjusted R Square statistic of .961 we can still be confident in the ability to explain away the residuals.  Also, again with the F-statistics as it is, we can reject the omnibus null hypothesis.  One drawback is that the R-Square statistic is less than before.  However, the reduction in the F-statistic is small considering that we removed two of the variables.    
Though I would be happy to use the model 

Y = -20.9952 – (0.00007886)B1 + (0.005519)B4 + (1.67866)B5 – (0.014352)B6

because it is simpler yet still does a good job modeling the data, I feel we can create a simpler model that can still model the data by removing B1 and B6 (due to low p-values).
Case 3:  Regression on B4, and B5
	SUMMARY OUTPUT
	
	
	
	
	
	

	
	
	
	
	
	
	

	Regression Statistics
	
	
	
	
	

	Multiple R
	0.98336508
	
	
	
	
	

	R Square
	0.96700688
	
	
	
	
	

	Adjusted R Square
	0.964007506
	
	
	
	
	

	Standard Error
	0.915218371
	
	
	
	
	

	Observations
	25
	
	
	
	
	

	
	
	
	
	
	
	

	ANOVA
	
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F
	

	Regression
	2
	540.1051533
	270.0525767
	322.4028464
	5.04263E-17
	

	Residual
	22
	18.42774266
	0.837624666
	
	
	

	Total
	24
	558.532896
	 
	 
	 
	

	
	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	Lower 95%
	Upper 95%

	Intercept
	-14.38124019
	15.53435191
	-0.925770207
	0.364610095
	-46.5975141
	17.83503372

	B4
	0.005119072
	0.000407012
	12.57719062
	1.6044E-11
	0.00427498
	0.005963163

	B5
	1.464111251
	0.498395443
	2.937649754
	0.00761659
	0.430502369
	2.497720133

	
	
	
	
	
	
	


With an adjusted R Square of .964 (indicating over 96% of the residual is explained away with this model) and our F-statistic indicating that we can reject our omnibus null hypothesis, and having all p-values for the coefficients low enough, I am confident that this is the optimal model for the data.   This model can be written:
Y = 14.3812 + (.005119072)B4 + (1.46411)B5

Given this information, I don’t believe the model can be changed in a manner that would both simplify the model, while enhancing its ability to model the data.  Thus, I will start my conclusion and final analysis below.  

Conclusion and Interpretation of the Model
Y = 14.3812 + (.005119072)B4 + (1.46411)B5

	Y = Womens Earnings (% of Mens)

	

	B4 = # of M Employed (Part-Time) in thousands

	B5 = Avg. Weekly Hrs Worked (W)

	From this data, it appears the most notable effect on women’s earnings in terms of a percentage of men’s is (not surprisingly) the average number of hours a week worked by women.  Here we can see that an increase of 1 for the average hours a week for women results in average increase of 1.464% in women’s earnings as a percentage of men’s.

A note I’d like to make about the use of B4 rather than B2.  If I were to be making a presentation on this model I would be inclined to replace B4 with B2 due to their high correlation, and because if I were explaining this to a group of lay-persons, it would be easier to comprehend why B2 has an effect rather than B4 (though due to their correlation it really doesn’t matter). 

In conclusion, though this model does not take into account every variable that can affect the earnings of women in terms of a percentage of men’s, it does do a good job of indicating that the a large push towards equality was the result of an increase in average hours worked by women per week.   

One final note:

Aside from some outliers, it appears the residuals plotted against the predicted values follow a fairly linear path (but not as strongly as I’d hoped for).  
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