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Introduction:

The intent of this project is to use regression analysis to determine the variable(s) that most powerfully predict the population in the country of Sudan. The five explanatory variables used are Death Rate, Birth Rate, GDP per capita, Infant Mortality Rate, and Life Expectancy.  These variables will be tested in various combinations to determine the best and simplest prediction.

We will start by analyzing the 5 variables and their correlation between each other. We will then create a regression equation using all 5 variables to predict population. From this complex equation with multiple explanatory variables, we will attempt to simplify the regression equation without losing our predictive power. We will analyze R2, adjusted R2, t-statistic, and p-values in our simplification process. 

Data

The data for this analysis is taken from the website: www.indexmundi.com/sudan. There are many sub-links on the listed site above to access each specific explanatory variable as well as the population. The data is taken between the years of 2003 and 2009.

List of Variables:

Y: Population (In millions)
X1: Death Rate (Deaths per 1000 people)
X2: Birth Rate (Births per 1000 people)
X3: GDP Per Capita (In Thousands of $)
X4: Infant Mortality Rate (Deaths per 1000 people)
X5: Life Expectancy (Years)
	Year
	Death Rate
	Population
	Birth Rate
	GDP per capita
	Infant Mortality Rate
	Life Expectancy

	2003
	9.59
	38.11416
	36.48
	1.56368
	65.59
	57.73

	2004
	9.16
	40.187486
	35.17
	1.644922
	62.5
	58.54

	2005
	9.16
	40.187486
	35.17
	1.755109
	62.5
	58.54

	2006
	8.97
	41.236378
	34.53
	1.965761
	61.05
	58.92

	2007
	14.39
	39.379358
	34.86
	2.172779
	91.78
	49.11

	2008
	13.64
	40.218456
	34.31
	2.312038
	86.98
	50.28

	2009
	12.94
	41.087825
	33.74
	2.376897
	82.43
	51.42

	2010
	11.66
	43.939598
	36.58
	2.465958
	72.39
	54.21


Multi-Collinearity

Before we begin the modeling process, we will first take a glance at the correlation between the different explanatory variables.

	
	Death Rate
	Birth Rate
	GDP per capita
	Infant Mortality Rate
	Life Expectancy

	Death Rate
	 
	0.128459
	0.581455
	0.9863371
	0.9989489

	Birth Rate
	 
	 
	0.0911491
	0.1589243
	0.1439184

	GDP per capita
	 
	 
	 
	0.4780894
	0.5741006

	Infant Mort Rate
	 
	 
	 
	 
	0.9889642

	Life Expectancy
	 
	 
	 
	 
	 


We can easily see the Death Rate is highly correlated with the Infant Mortality Rate as well as Life Expectancy.  Infant Mortality Rate and Life Expectancy are also highly correlated with each other. We will consider in the future if we can remove one or more of these variables because they are so highly correlated with each other.
Our intuition tells us that Death Rates, Infant Mortality Rates, and Life Expectancies should be highly positively correlated, but this doesn’t mean we can definitely only use one of these variables and ignore the other two. 

Model #1: All 5 Explanatory Variables
As stated previously, we will begin by generating a model including all 5 explanatory variables. From the table below, it is clear to see this model is a very good predictor of Population as our R2 and adjusted R2 values are both greater than 0.995 (0.999584435 and 0.998545522 respectively).
Our task is now to uphold high R2 and adjusted R2 values while simplifying this equation. We will start by examining the Standard Error, t-Statistic, and P-value for each coefficient.

	Regression Statistics

	Multiple R
	0.999792196

	R Square
	0.999584435

	Adjusted R Square
	0.998545522

	Standard Error
	0.064344838

	Observations
	8


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-137.459909
	19.58131324
	7.019953532
	0.019694819

	Death Rate
	11.90715584
	0.673244161
	17.68623709
	0.003181651

	Birth Rate
	-0.808948454
	0.062555385
	12.93171579
	0.005926706

	GDP per capita
	-0.170118439
	0.429934222
	0.395684806
	0.730556352

	Infant Mortality Rate
	1.208030433
	0.073037284
	16.53991442
	0.003635467

	Life Expectancy
	2.951874173
	0.271749817
	10.86246978
	0.008368821


Looking at the P-values primarily at first, we notice the GDP per capita has the least significant P-Value. It also subsequently has the least significant t-statistic. In our next model, we will remove this explanatory variable and re-evaluate the predictive power.

Model #2: Death Rate, Birth Rate, Infant Mortality Rate, and Life Expectancy

After removing the GDP per Capita, the new R2 and adjusted R2 values are still very high (0.999552 and 0.998954 respectively). In fact, our adjusted R2 value actually increased. We have successfully simplified our initial model without losing our overall predictive power for modeling the population of Sudan. We will simply continue to do this process multiple times, analyzing different statistical values, until we have maximized the predictive power and simplicity of our model.
The updated Standard Error, t-Statistic, and P-Value for Model #2 are also listed below.
	Regression Statistics

	Multiple R
	0.999776

	R Square
	0.999552

	Adjusted R Square
	0.998954

	Standard Error
	0.054555

	Observations
	8


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-137.682
	16.59524
	-8.2965
	0.003668812

	Death Rate
	11.71494
	0.395217
	29.64177
	8.43299E-05

	Birth Rate
	-0.78888
	0.031059
	-25.3998
	0.000133832

	Infant Mort Rate
	-1.18018
	0.0165
	-71.5269
	6.02224E-06

	Life Expectancy
	2.938844
	0.228706
	12.84987
	0.001017152


Although the Life Expectancy variable has a significant (low) P-Value and a relatively large t-Statistic, we will examine the effects of removing it because of the high correlation between the Life expectancy variable and the Death Rate. 

Model #3: Death Rate, Birth Rate, Infant Mortality Rate
After the removal of the Life Expectancy variable, our R2 and adjusted R2 values continue to be surprisingly high (0.97488877 and 0.956055348 respectively).  Again we have significantly reduced the complexity of the model while only slightly sacrificing predictive power. As stated earlier, we will continue to replicate this process.
	Regression Statistics

	Multiple R
	0.987364558

	R Square
	0.97488877

	Adjusted R Square
	0.956055348

	Standard Error
	0.353682144

	Observations
	8


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	75.18822453
	6.3861718
	11.77359878
	0.000297791

	Death Rate
	6.75222818
	0.543979727
	12.41264674
	0.000242176

	Birth Rate
	0.536640412
	0.156038178
	-3.43916098
	0.026313939

	Infant Mort Rate
	1.248824203
	0.101206225
	12.33940113
	0.000247853


At this stage, because there are only 3 remaining explanatory variables, all with very small P-values (max of 0.001) and relatively high t-Statistics (min 12.84987) Removing one of the variables could potentially have a significant negative impact on the overall Model. We will first list a model that removes one of the explanatory variables and unfortunately loses most of its predictive power.

Model #4: Birth and Death Rate
Using just the Birth and Death Rate, we notice our R2 and adjusted R2 values have significantly been reduced (0.019025 and -0.37337 respectively.) Because of the substantial loss in these values, we will not use this combination of explanatory variables. We will instead create a model using Death Rate and Infant Mortality Rate.

	Regression Statistics

	Multiple R
	0.13793

	R Square
	0.019025

	Adjusted R Square
	-0.37337

	Standard Error
	1.977212

	Observations
	8


Model #5: Death and Infant Mortality Rate
In this model, we have again successfully reduced the complexity of the model while still maintaining a very strong prediction power (R2 and adjusted R2 values 0.900635942 and 0.860890319 respectively). We will attempt to remove another variable and simply use one explanatory variable to predict the population in Sudan, but as will be shown later, the single explanatory variable models lose significant predictive power and therefore will not be used. 
	Regression Statistics

	Multiple R
	0.94901841

	R Square
	0.900635942

	Adjusted R Square
	0.860890319

	Standard Error
	0.629272564

	Observations
	8


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	53.71079202
	2.37617256
	22.60391056
	3.15E-06

	Death Rate
	6.097628747
	0.906671056
	6.725293265
	0.001102

	Infant Mort Rate
	1.112631725
	0.16570969
	6.714343162
	0.00111


In the end, we will use this model as our final model, but we must first show that further simplification drastically decreases our correlation coefficients.

Model #6: Death Rate Only

	Regression Statistics

	Multiple R
	0.068716

	R Square
	0.004722

	Adjusted R Square
	-0.16116

	Standard Error
	1.81805

	Observations
	8


Model #7: Infant Mortality Rate Only
	Regression Statistics

	Multiple R
	0.042394

	R Square
	0.001797

	Adjusted R Square
	-0.16457

	Standard Error
	1.820719

	Observations
	8


With both model #6 and #7, the R2 and adjusted R2 values are all now below ±0.2. These correlation coefficients are too low to use as possible models for predicting the population in Sudan.
Conclusion:

Our final model suggests the two most important factors in predicting the population of Sudan are Death Rate and Infant Mortality. Intuitively, this makes perfect sense as the rates of death are very important to the overall population of a country.

The best model that predicts the population of Sudan with the least amount of complexity is 

Population =  53.71079202 + 6.097628747 * Death Rate – 1.112631725 * Infant Mort Rate
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