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We used regeression analysis to develop a model for four-year college graduation rates at the top 100 undergraduate schools. The data source was http://www.kiplinger.com/tools/colleges/. We limited our study to a few elements of the data in the hopes of finding a valid, useful regression model. The variables we considered were in-state tuition, out of state tuition, enrollment, financial aid, acceptance rate, and student-faculty ratio. The starting data is shown on the “data” tab of the associated excel file.

We developed several models using these six variables to determine if they could prove useful in modeling the graduation rate. We evaluated the models using R2 and adjusted R2 to test the fit, as well as testing the null hypothesis on the individual coefficients. We also examined our selected independent variables for multiple colinearity and serial correlation. All calculations were performed at a 95% confidence level using Microsoft Excel.
We abbreviated the data elements of interest to us as follows:
GRAD ≡ 4-year graduation rate

IST ≡ In-state tuition cost

OST ≡ Out of state tuition cost

ENR ≡ Enrollment

FAID ≡ Financial Aid

AR ≡ Acceptance Rate

SFR ≡ Student/Faculty ratio

We looked for a model of GRAD in terms of the other variables using least square estimators, i.e. an equation of the form:

GRAD = 0 +1 IST + 2 OST + 3 ENR + 4 FAID + 5 AR + 6 SFR

We began by performing the regression against all six selected independent variables:

Six Variable Model
	Regression Statistics
	
	
	
	

	Multiple R
	0.682
	
	
	
	

	R Square
	0.466
	
	
	
	

	Adjusted R Square
	0.430
	
	
	
	

	Standard Error
	0.108
	
	
	
	

	Observations
	96
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	6
	0.907
	0.151
	12.924
	0.000

	Residual
	89
	1.041
	0.012
	
	

	Total
	95
	1.948
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.575
	0.102
	5.612
	0.000

	ENR
	0.000
	0.000
	-0.465
	0.643

	AR
	-0.372
	0.079
	-4.688
	0.000

	SFR
	-0.008
	0.004
	-1.936
	0.056

	IST
	0.000
	0.000
	1.027
	0.307

	OST
	0.000
	0.000
	1.985
	0.050

	FAID
	0.000
	0.000
	2.107
	0.038


First, we examined the R2 and adjusted R2 which had values of .466 and .430 respectively. These values are not high in an absolute sense, but our primary concern would be whether they are better than existing models for the four year graduation rate. The values do suggest that there is a meaningful correlation between graduation rate and our independent variables.
Next, we observed the statistics associated with each variable to see if the model could be improved. The p-values for AR and FAID were below the 5% significance threshold, suggesting that we may reject the null hypothesis for these coefficients. These variables should be kept in refinements of this model.
In contrast, the coefficients for ENR and IST demonstrated p-values above the 5% level. In this case we cannot reject the hypothesis that these coefficents are zero. As we refined the model, we had to determine whether these variables were helping the model.

As we were dealing with multiple independent variables, it was important to check the correlation between each pair of variables. This way, we would be able to isolate redundancy in our selected variables and improve the model.

Pairwise Correlation Results

	 
	ENR
	AR
	SFR
	IST
	OST
	FAID

	ENR
	1
	
	
	
	
	

	AR
	0.048
	1
	
	
	
	

	SFR
	0.295
	-0.011
	1
	
	
	

	IST
	0.179
	-0.021
	-0.191
	1
	
	

	OST
	0.361
	-0.081
	-0.254
	0.652
	1
	

	FAID
	0.134
	-0.171
	-0.219
	0.300
	0.543
	1


With a result of 1 showing perfectly correlated variables, we became concerned about the correlation between IST and OST. The correlation is not intuitively surprising, since it would be unlikely for a school to have higher out of state tuition than its competitors but lower in-state tuition.

Accordingly, we concluded that eliminating IST from the model would be an improvement to model efficiency. While it is possible to have higher multicollinearity arise in other combinations of variables, the fact that we have a moderate R2 and some significant t statistics, we concluded that this was our primary source of multicollinearity
Five Variable Regression

	Regression Statistics
	
	
	
	

	Multiple R
	0.678
	
	
	
	

	R Square
	0.459
	
	
	
	

	Adjusted R Square
	0.429
	
	
	
	

	Standard Error
	0.108
	
	
	
	

	Observations
	96
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	5
	0.895
	0.179
	15.289
	0.000

	Residual
	90
	1.053
	0.012
	
	

	Total
	95
	1.948
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.580
	0.102
	5.673
	0.000

	ENR
	0.000
	0.000
	-0.547
	0.585

	AR
	-0.369
	0.079
	-4.653
	0.000

	SFR
	-0.008
	0.004
	-1.940
	0.055

	OST
	0.000
	0.000
	3.172
	0.002

	FAID
	0.000
	0.000
	2.027
	0.046


The R2 and adjusted R2 were only slightly worse in this model compared with the full six variable model. Since it has fewer variables and nearly the same level of predictive power, this model was certainly preferable to the six variable model. Furthermore, we saw that ENR and SFR have t-statistics that don’t meet the 5% significance level. The statistics for AR and OST show that they are significant, and the p-value for FAID has decreased, so it may be significant as well. This pointed us in the direction of a three-variable model.
Three Variable Model

	Regression Statistics
	
	
	
	

	Multiple R
	0.650
	
	
	
	

	R Square
	0.423
	
	
	
	

	Adjusted R Square
	0.404
	
	
	
	

	Standard Error
	0.111
	
	
	
	

	Observations
	96
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	0.823
	0.274
	22.448
	0.000

	Residual
	92
	1.125
	0.012
	
	

	Total
	95
	1.948
	 
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.4222814
	0.066
	6.375
	0.000

	AR
	-0.3642603
	0.081
	-4.523
	0.000

	OST
	0.0000086
	0.000
	3.622
	0.000

	FAID
	0.0000124
	0.000
	2.260
	0.026


Unfortunately, our R2 and adjusted R2 decreased with this model, but not dramatically. The F-stat of 22.448 is significantly higher than the original model, which allowed us to reject the hypothesis that all three of the coefficients were 0. Furthermore, the absolute value of all of the t-statistics has increased, suggesting that this model is substantively more efficient. These improvements outweighed the loss in predictive power and forced us to choose this model over the six or five variable models.

Serial Correlation

With a preferred model in hand, we tested the model for serial correlation. Serial correlation occurs if the error terms for different observations are correlated. In the case of positive serial correlation, we could have an efficiency loss disguised by regression standard errors that are lower than the true standard errors.  
To test for serial correlation, we employed the Durbin-Watson statistic. This statistic was calculated for the three variable model:
GRAD = .4222814 - .3642603 AR +.0000086 OST + .0000124 FAID

The calculation was done in the “DW” tab of the associated excel workbook. The DW stat was:

1.376
Using the nearest approximation in the significance points table for the Durbin-Watson test (N=95, k=3) we found that the statistic for the three variable model was outside of the range (1.60, 1.73). Therefore, we cannot reject the null hypothesis that no serial correlation was present in the model. The fact that the statistic is less than 2 suggests that it is positive serial correlation. If we were to pursue this model further, we could evaluate corrections to eliminate the serial correlation, such as generalized differencing.
Conclusion

We found a model for the four-year graduation rate that has some value, but warrants further study. After initial consideration of six independent variables, we found that the best model employed only three variables. Even so, this model shows evidence of serial correlation which should be addressed before the model is deemed useful. 

It is interesting to note that our initial variable selection included both financial and quality metrics for a school, and our final three did as well. This suggests that the graduation rate depends not only on quality, but also on expense and aid.
