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Time Series

Winter 2011

Student Project

I chose the caffeine content of coffee grounds as my time series, as I am at present considering whether coffee would help me be more productive.  

This time series divided a year into 5 parts (somewhat unconventional); and was found in http://robjhyndman.com/tsdldata/misc/caffeine.dat.

I divided my investigation into 3 main parts: investigation of the actual series, investigation of the differenced series, and investigation of the logged then differenced series.  Each of those involve a different set of views on the time series: the first implies that the time series is a simple one and cannot be made simpler by any such operations. The second implies that the time series is of the ARIMA family, with d>0, and the last implies that the time series can best be viewed as a set of ratios.

The following is the actual time series:
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There seems to be some pattern, yet it is not readily apparent.
The following are ACF diagrams for the actual series under various p,q combinations:
Although simpler is usually better, I chose to try models of degree 5 since seasonality follows degree 5.  For AR(p) models, I used linear regression.  For MA(q) and ARMA(1,1), I used formulas derived by methods of moments.

Series ACF:
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This suggests an ARI model of some sort, since autocorrelations die off slowly.  
Checking methods with the series, we find the following ACFs for the residuals of these models: 
AR(1)
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AR(2)
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MA(1)

There is no solution for the method of moments, since the first autocorrelation is too high.

ARMA(1,1)
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MA(5 only)
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AR(5)
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Checking methods with the differenced series, we find the following ACFs for the residuals of these models: 

AR(1)
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AR(2)
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MA(1)
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ARMA(1,1)
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MA(1)X MA(5 only)
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AR(5)
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Checking methods with the logged and differenced series, we find the following ACFs for the residuals of these models:  

AR(1)
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AR(2)
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MA(1)
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ARMA(1,1)
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MA(1)X MA(5 only)
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AR(5)
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In both the logged/differenced series and the differenced series, AR(1), MA(1), and ARMA(1,1), it is obvious that there is a parameter missing for the seasonality.   The AR(5) and the MA(1)XMA(5 only) seem pretty good, though.  The non-differenced series, on the other hand, seems to have no satisfactory models.  We use the Box-Pierce and Ljung-Box test for both the differenced and logged/differenced models:
Differenced:

	 
	AR(1) Residuals
	AR(2) Residuals
	MA(1) Residuals
	MA(1)XMA(5) Residuals
	ARMA(1,1) Residuals
	AR(5) Residuals

	Box-Pierce
	43.98752152
	41.62424241
	43.50355145
	21.28326001
	99.16277158
	24.22817735

	Ljung-Box
	17.24996255
	16.20395123
	16.99474308
	8.680449384
	37.34883676
	9.781886641

	L-B p-value 
	0.99999993
	0.99999998
	0.99999995
	1.00000000
	0.97952050
	1.00000000


Logged and differenced:

	 
	AR(1) Residuals
	AR(2) Residuals
	MA(1) Residuals
	MA(1)XMA(5) Residuals
	ARMA(1,1) Residuals
	AR(5) Residuals

	Box-Pierce
	44.56809225
	42.29317294
	44.18967369
	21.55092194
	96.64301077
	24.01933381

	Ljung-Box
	17.4540112
	16.4396212
	17.24432384
	8.729936515
	36.38730862
	9.695048455

	L-B p-value 
	0.99999991
	0.99999997
	0.99999993
	1.00000000
	0.98480183
	1.00000000


So it appears the best model is MA(1)XMA(5), with a differenced series, or IMA(1,1) X IMA(1,5).  The AR(5) seems to do almost as well, but is more complex, so we discard it.
