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Popularity of Baby Names – Ian

Introduction

For my project I chose to analyze the popularity of the boy’s name “Ian”.  I chose this project because I find the analysis of baby names to be interesting, and because my wife and I recently named our new son Ian (he was born after I started the VEE Time Series course).  Also, any series involving baby names is highly affected by exogenous factors such as famous persons with the same name, so Ian specifically is a good choice for this project because there don’t appear to be as many prominent individuals with this name as there are with many other choices.
Data Sources and Issues

The data I used for this study is based on annual rankings from the social security administration.  http://ssa.gov/cgi-bin/babyname.cgi.  The data is readily available and I have no doubts as to its reliability, but rankings have inherent issues that may affect our conclusions in a time series model.  Name popularity is generally not linear, so the difference between the top ranked name and the second ranked name is likely much greater than the difference between the 999th and 1000th names, for example.   An easy way to mitigate this issue would be get the number of actual persons born with the name Ian and then calculate per 1000 of population statistics for each year.

A larger issue, as mentioned in the introduction, is that name popularity is highly dependent on exogenous factors which are outside the scope of this model.  Hopefully this won’t be much of a factor with a classic name like “Ian”.
The social security data only covers popularity of the top 1000 most popular names, so in this case the data go back further than 1935 but the data for “Ian” is truncated above 1000.

Historical Plot

The following is a historical plot of the popularity of the name “Ian” from 1935 to 2009.  For this plot I departed from the traditional method and reversed the Y axis, so that #1 ranking is on the top and #1000 ranking is on the bottom.  I believe this helps show the clear trend in the data, with higher popularity shown higher on the graph.  As we can see, the name Ian was very unpopular in America until about 1935, when the popularity started rising steadily.  Around 1980 the name stabilized in popularity and has exhibited a very steady ranking between roughly the 70th and 80th most popular names since then.
Looking at the plot below, we can see that the data is clearly non-stationary with a definite pattern over time.
[image: image1.emf]Graph 1 - Sample Plot
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Autocorrelation of Sample Data

[image: image2.emf]Graph 2 - Sample Autocorrelation
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The sample autocorrelation function displays a U shape and doesn’t quickly turn to zero, further supporting our initial supposition that the process is non-stationary.

First Differences

We next attempt to take first differences and recheck to see if the process becomes stationary.

[image: image3.emf]Graph 3 - Plot of First Differences
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As you can see in graph 3, the movement in first differences in popularity ranking is very large in the early years compared to later years when there isn’t as much change.  Part of this may be an artifact of the data structure.  As mentioned earlier changes in unpopular names (i.e. 900 to 899) may be much easier and less meaningful than changes in popular names (i.e. 9 to 8), and the name Ian has become more popular over the sample period.
The autocorrelations of first differences quickly declines to zero and fluctuates about zero, indicating that the first differences may be stationary.

[image: image4.emf]Graph 4 - Autocorrelation with First Differences
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First Differences of Natural Logs

We next take the first differences of natural logs to see if this may solve some of the issues noted above.  The graphs are included below.

[image: image5.emf]Graph 5 - Plot of First Differences of Natural Logs
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[image: image6.emf]Graph 6 - Autocorrelation of First Differences of Natural Logs
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If anything the autocorrelation graph looks like it exhibits less evidence of stationarity than the prior model did, since the fluctuations about zero remain large as the lag increases.  Since we generally prefer to make as few transformations to the source data as possible I will settle on the first differences of unadjusted sample data for my analysis.
Model Estimation – AR(1)
First we will fit an AR(1) model to the first differences and analyze the results.  Using the least squares regression functionality in Excel, I calculated a model given by the following equation:

AR(1): yt = -16.1133 - 0.39314yt-1 + et
The absolute value of the coefficient phi(1), at -0.39314 is less than 1, indicating that the series is  stationary.  The mean of the AR(1) series is -16.1133/(1+0.39314) = 11.57.  This is also the mean of the first differences series.
[image: image7.emf]Graph 7 - First Differences vs Fitted AR(1) Model
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Using the Box-Pierce Test for Goodness of Fit with 40 lags, I calculated a Q statistic of 43.22, which is below the 5% critical value of 54.57.  As a result we can not reject the null hypothesis that the residuals are generated by a white noise process.
Model Estimation - Higher Order Autoregressive Models
I next used linear regression to form higher order autoregressive models on first difference data for the name Ian.  The resulting models are summarized below:

AR(2): yt = -17.7160 - 0.4137yt-1 – 0.1262yt-2 + et

AR(3): yt = -9.71508 - 0.3512yt-1 + 0.0567yt-2 + 0.4303yt-3  + et

AR(4): yt = -8.21478 - 0.3554yt-1 + 0.0087yt-2 + 0.4306yt-3  + 0.0544yt-4  + et

The graphs of the preceding model vs the fitted model are included below.  Visually the graphs look similar, although interestingly the graph of AR(3) on inspection appears to be the best fit.

[image: image8.emf]Graph 8 - First Differences vs Fitted AR(2) Model
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[image: image9.emf]Graph 9 - First Differences vs Fitted AR(3) Model
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[image: image10.emf]Graph 10 - First Differences vs Fitted AR(4) Model
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For the series we are analyzing, higher order autoregressive models would likely be adding too many variables and violate the “simpler is better” rule.  Furthermore, moving average models are generally a poor choice for name rankings, since the effects of name popularity trends tend to linger for long periods of time.
Model Analysis

The following table summarizes the Durbin Watson statistic, Box-Pierce Q statistic, Chi Square P values, the sum of the coefficients, and R squared for each of the models analyzed.
[image: image11.emf]Durbin Box Pierce Chi Square Sum of Adjusted

Watson Q P Coefficients R Square

AR(1) 2.07 43.22 29.6% (0.366) 0.122

AR(2) 1.88 48.95 13.2% (0.540) 0.126

AR(3) 2.24 32.63 75.4% 0.136 0.274

AR(4) 1.87 23.50 97.6% 0.138 0.291


The Durbin Watson test statistic shows that there is likely not much serial correlation in any of the models analyzed, since the DW values are close to 2.  Durbin Watson statistics significantly above 2 would indicate negative serial correlation while Durbin Watson statistics significantly below 2 would indicate positive serial correlation.

We use the Box Pierce Q statistic to test the null hypothesis that the residuals are a white noise process.  All of the models are lower than the Chi Square critical value at 95%, which is 54.57 for all models.   These results indicate that we cannot reject the null hypothesis that the residuals of any of these models are different from a white noise process, although the AR(2) model comes closest.  I included Chi Square P values to further demonstrate the significance of each model.  As we’d expect from the Box Pierce Q statistics, AR(2) has the lowest P value of 13.2%.
The absolute value of the sum of coefficients for all four models is significantly less than 1.  This is a strong indication that all the models are stationary.

Finally, adjusted R square is extremely low for each of the models and once again indicates that each of these models is a poor predictor for the data.

Conclusion
The name Ian has grown in popularity throughout the beginning of the century, but leveled off to a relatively steady state in the 1980’s.  We analyzed various autoregressive models on first difference data.  All of the models appear to be stationary but are poor predictors of underlying name rankings.

For a further project I would first find data that was constructed differently, using per 1000 popularity metrics rather than rankings.  I would then conduct a more sophisticated analysis using more complex MA and ARMA models.  Unfortunately, I believe more complex models may over fit the data, and that name rankings may just be poor time series models at an annual level of granularity.  Baby names are highly affected by famous persons and other factors outside of the model, and I would expect trends over decades to have a larger impact than movement from a prior year.

Instead of a time series project this data may be better suited to a regression project, where baby name popularity can be compared to another series involving celebrity popularity from a source like IMDB rankings.

Either way it was an enlightening project and I think the name “Ian” will remain a great classy, popular-but-not-too popular choice for years to come.
