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Summer 2010 Course
NEAS VEE COURSE: REGRESSION ANALYSIS STUDENT PROJECT
INTRODUCTION
I am an identical twin and so am often interested in the similarities and differences that scientific studies find between identical and fraternal twins.  I found a small data set that studied IQ in 10 sets of identical (monozygotic) twins.  I will use regression analysis to determine which data items are the best indicators for IQ amongst this group.  Using this analysis, I will attempt to find the simplest model that is still a good predictor for IQ.
DATA
The data set that I have chosen gives information on IQ for 10 sets of identical twins – 20 people in total.  The data is from [http://lib.stat.cmu.edu/datasets/IQ_Brain_Size].  Additional information regarding the study can be found on the “Data Set – Formulas” tab of the attached Excel workbook.

Since this is a very small sample size, we of course would not consider this to be indicative of the general population of twins in the world or even in any particular state or region.  But, the data is still interesting for regression purposes.
We have the following items to use as inputs for determining IQ:

· X1 = HC = Circumference of the head (in centimeters)

· X2 = ORDER = Birth order (1 = first, 2 = second)

· X3 = SEX = Gender (0 = female, 1 = male)

· X4 = TOTSA = Surface area of brain (in centimeters)

· X5 = TOTVOL = Volume of brain (in centimeters)

· X6 = WEIGHT = Body weight (in kg)

We will test all of these items to determine which should be included in the regression model.
ANALYSIS AND STATISTICAL TECHNIQUES
First we perform a regression in Excel on all 6 data items.  The results are below.
[image: image1.emf]Regression Statistics

Multiple R 0.499949966

R Square 0.249949969

Adjusted R Square -0.096226969

Standard Error 13.83186372

Observations 20

ANOVA

df SS MS F Significance F

Regression 6 828.8340968 138.1390161 0.722029523 0.639548058

Residual 13 2487.165903 191.3204541

Total 19 3316

Coefficients Standard Error t Stat P-value Lower 95%

Intercept -53.30478234 133.451734 -0.399431171 0.696060248 -341.609725

HC 4.045555612 2.667156336 1.51680483 0.153251082 -1.716485327

ORDER -0.957341073 6.483431704 -0.147659622 0.884876998 -14.96394369

SEX -11.65150874 8.956582618 -1.300887764 0.215883528 -31.00102906

TOTSA -0.043646414 0.025412183 -1.717538914 0.109592016 -0.098546098

TOTVOL 0.019115923 0.037011155 0.516490861 0.61418473 -0.060841815

WEIGHT -0.048989017 0.164995145 -0.29691187 0.771224668 -0.405439357


The R2 is approximately 25%, which means that the regression is not a very good predictor for IQ.  Since the p values are quite high, we cannot use our usual 5% or 10% significance levels.  We want low p-values because these indicate the likelihood of getting the same result given that the actual coefficient is zero.  If this likelihood is small, that indicates that there is a small chance that the coefficient is actually zero, and thus we have more confidence that we should be including this variable in our regression formula.  The large p-values indicate that most likely none of these variables are very good predictors of IQ.  But, in order to perform our analysis, let’s assume that we can allow a larger 25% significance level.  If so, then Head Circumference, Sex, and Total Surface Area seem to be appropriate candidates to use as predictors of IQ.
Based on these preliminary results, we conclude that as Head Circumference increases, so does IQ.  If we think that brain size links directly to IQ, then this seems to make intuitive sense.  It appears that an increase of one centimeter in circumference of head causes an increase of 4 points in IQ.  The Sex indicator is 0 for female and 1 for male, so the fact that the Sex variable seems to have a negative impact on IQ indicates that (at least for this data set!) females have higher IQs than males.  Interestingly enough, Total Surface Area of the brain seems to also have a negative impact on IQ – thus a larger surface area causes a decrease in IQ.  The amount of the decrease is very close to 0, however, so this parameter may not in reality be very useful.
Intuitively, it’s not very surprising that Birth Order and Body Weight don’t seem to be good predictors for IQ.  It is interesting, however, that Total Volume of the brain is not a significant predictor for IQ while Total Surface Area of the brain is a significant predictor.  But, knowing that small changes in Total Surface Area of the brain have very little impact on IQ (because the coefficient for this variable is very close to zero, as can be seen in the table above), it may make more sense that Total Volume did not turn out to be significant.  We may be able to remove Total Surface Area from our future, more simplified models, if it does not appear to be very useful.
Perhaps reviewing collinearity will also help us determine which parameters should be removed when we create our next, more simplified model.  Below are the results from running a correlation matrix in Excel on all six variables.
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HC 1

ORDER -0.070208 1

SEX 0.671192 0 1

TOTSA 0.336674 -0.203521 0.02982 1

TOTVOL 0.507914 0.0349 0.363374 0.600995 1

WEIGHT 0.239981 0.011032 0.138748 0.064107 0.207923 1


Variables that are correlated at over 50% are highlighted in yellow in the chart.  

Since Total Surface Area and Total Volume of the brain are highly correlated (which makes a lot of intuitive sense), this provides further support for removing Total Volume from the model, as suggested by the t-test above.  Total Volume is also highly correlated with Head Circumference (again this makes good intuitive sense), so we have even more support for removing this variable from the model, since we plan to include Head Circumference in the revised model, based on the t-test.
We also note that Head Circumference and Sex seem to be highly correlated, so we may want to remove one of these variables.  For now, however, let’s try the three variable model suggested by the t-test, which includes both Head Circumference and Sex.  We will examine the results of simplifying the model by removing one of these correlated variables later on.

Simplified Model – Three Variables
Rerunning Excel’s regression analysis on only the three significant variables listed above, we have the following results:
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Multiple R 0.481184546

R Square 0.231538567

Adjusted R Square 0.087452049

Standard Error 12.61996957

Observations 20

ANOVA

df SS MS F Significance F

Regression 3 767.7818889 255.9272963 1.606941228 0.227078618

Residual 16 2548.218111 159.2636319

Total 19 3316

Coefficients Standard Error t Stat P-value Lower 95%

Intercept -57.15342646 119.3217916 -0.478985655 0.638429354 -310.1043231

HC 4.120056166 2.365002851 1.74209353 0.100678227 -0.893525878

SEX -10.48524597 7.933270034 -1.321680205 0.204861976 -27.30302704

TOTSA -0.03558873 0.018325387 -1.942045253 0.069949141 -0.074436815


The R2 has decreased to approximately 23%, but this is not a large reduction given that we have simplified the model to have only half the predictive variables of the previous model.  The increased simplicity more than makes up for the decreased R2, as we can see from the increase in the adjusted R2, which takes into account the number of parameters in the model.
Our p-values are also much better for the simplified model.  We now can see that Head Circumference and Total Surface Area have much better p-values – very close to, or below, the 10% significance level desired.  So, perhaps we can create a simplified model that does not include Sex.

Simplified Model – Two Variables (HC and TOTSA)
As described above, we create a regression on only Head Circumference and Total Surface Area of the brain.  Also, recall from above that Head Circumference and Sex are highly correlated, so we would like to remove one of these variables since we hope we can make this simplification without causing large changes in the predictive nature of the model.  Results from Excel’s regression analysis are below.
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Multiple R 0.384239428

R Square 0.147639938

Adjusted R Square 0.047362284

Standard Error 12.89419834

Observations 20

ANOVA

df SS MS F Significance F

Regression 2 489.5740346 244.7870173 1.472311444 0.257214996

Residual 17 2826.425965 166.2603509

Total 19 3316

Coefficients Standard Error t Stat P-value Lower 95%

Intercept 47.86384539 90.95238084 0.526251704 0.605511739 -144.0289028

HC 1.924338715 1.719815911 1.118921335 0.278735401 -1.704155651

TOTSA -0.028782415 0.017969084 -1.601774133 0.127622776 -0.066693869


Surprisingly, the simplified model actually reduces the R2 quite a bit, from 23% to 15%.  The adjusted R2 also decreases from almost 9% to less than 5%.  Thus, this new model seems to have lost quite a bit of predictive power.  So, it seems we need to include Sex as a predictive factor.  We reject this simplified model.

Simplified Model – Two Variables (HC and Sex)
Now that we have determined that we need to include Sex as a predictive variable, let’s go back to our three-variable regression results and see if there are any alternative simplifications that seem appropriate.  Reviewing these results, we see that, although Total Surface Area has a low p-value and thus is a significant variable, changes in Total Surface Area produce very small changes in IQ.  Thus, perhaps we can remove this parameter without causing much change in the predictive fit of the model.  Reviewing correlation, Head Circumference and Sex are highly correlated, which actually does not support the idea of simplifying the model by using only these two highly correlated variables and removing one less correlated variable.  But, we try this model anyway.
Results from the Excel regression on just Head Circumference and Sex are below.
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Multiple R 0.224490287

R Square 0.050395889

Adjusted R Square -0.061322242

Standard Error 13.60987365

Observations 20

ANOVA

df SS MS F Significance F

Regression 2 167.112768 83.55638402 0.45109857 0.644335384

Residual 17 3148.887232 185.2286607

Total 19 3316

Coefficients Standard Error t Stat P-value Lower 95%

Intercept -16.9944025 126.734217 -0.134094824 0.894902316 -284.3802253

HC 2.157189195 2.305864159 0.935523104 0.362618894 -2.707758884

SEX -6.155682177 8.210786943 -0.749706724 0.463680917 -23.47892822


These results are even worse – the R2 has reduced to 5% and the adjusted R2 is negative.  Thus, we reject this model as well.  
Simplified Model – One Variable
Since Head Circumference has a p-value less than 10% in most of our simulations, and seems to have a large coefficient compared to other data items in the regressions above, we will try the one parameter model to determine if we can simplify even more.  We do not expect this to be a good predictor since the two-variable models that we tried were worse than the three-variable model, but we check it anyway for completeness.

Results from the Excel regression analysis are below.
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Multiple R 0.13783952

R Square 0.018999733

Adjusted R Square -0.035500282

Standard Error 13.44329012

Observations 20

ANOVA

df SS MS F Significance F

Regression 1 63.00311526 63.00311526 0.348618863 0.562236477

Residual 18 3252.996885 180.7220492

Total 19 3316

Coefficients Standard Error t Stat P-value Lower 95%

Intercept 45.04984424 94.80784287 0.475170016 0.640380649 -154.1340421

HC 0.996884735 1.688377302 0.590439551 0.562236477 -2.550264345


These results are not good – the R2 has reduced to less than 2% and the adjusted R2 is negative.  Thus, we reject this model as well.  

It appears that we should not simplify the model to have any less than 3 parameters.
Final Model – Three Variables
Using the results above on page 2 for the three variable model, we determine the following regression formula for IQ.  This model has the best adjusted R2 – which basically means it has the best unadjusted R2 possible after taking into account the fact that we want to use a low number of predictive variables.
IQ = -57.15 + 4.12*Head Circumference - 10.49*Sex -.04*Total Surface Area

So, our regression predicts the following:

· Increases in head circumference relate to an increase in IQ.  

· Females have higher IQs than males.  

· And, increases in surface area of the brain relate to small decreases in IQ.

The multicollinearity of the variables in this three-variable model is produced below.
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HC 1

SEX 0.671192 1

TOTSA 0.336674 0.02982 1


CONCLUSION

We determined the three-variable regression above to be the best predictor of IQ for sets of twins, after analyzing R2, adjusted R2, t-tests and p-values, and multicollinearity.  
There are a few problems with the model that we came up with, which are described below.

First, the best model we can produce is one that explains only 23% of the changes in IQ.  This indicates that we are missing some necessary predictors of IQ.  Actually, most likely IQ is determined by so many different variables that it is very hard to predict, even if we had much more data and many more parameters.  
Second, because our data set is so small, we know that the results that we determined here most likely would not hold over the entire population.  For a different set of 20 people, for example, we may find that males are much smarter than females.
All in all, despite having produced one regression model that is the best possible from the data set available to us, I would not consider this model to be very useful or conclusive in any way.
