Time Series Student Project

Semester：Fall 2010 

Modeling Car Sales in Quebec
Introduction

I work at the product department in a life insurance company. I was assigned some project about profit test. I always interest in the product sales and how much profit we will earn from it. In the series of research and analysis, we usually make some assumption from the experienced data in order to forecast the future. Similarly, I would like to apply the skill and the knowledge I learned in the text book-Cyber and Chan to modeling the product sales in some different property-car sales. I will fit experienced data by selecting models and forecast the behavior in the future.
Data

The Data for this project has been collected from the website, http://robjhyndman.com/TSDL/sales/ named Time Series Data Library. Since the database contained monthly data starting from Jan-1960, the number of car sales per month from Jan-1960 to Dec-1967 were used to build the model and the number of car sales reported for 1968 was used to test the model's forecast. 
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From the graph above, we can see that generally the data trends upwards. In addition, we can also see that there seems to be a seasonal trend of 12-month cycle. Every twelve months, there seems to be an upward trend and then a downward trend in the first 3 quarter, and in the final quarter ,to be an upward trend and then a downward trend slightly , which is consistently repeated every twelve months. We can daringly assume the data has seasonality.  

In order to confirm this trend, we must do more check by performing the an autocorrelation function defined as [image: image3.png]= Lk (V) (k= F)
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The ACF graph seems support our assumption above. We could see significant peaks seems to occur at the lags in multiples of 12.Since it is obviously that the data has a seasonal annual pattern, the deseasonalized process must be derived in the data before creating a model. Since the pattern of the data is annual, the differenced data should be used to deseasonalize the data. Therefore, a modeling of this data, i.e. Yt–Yt-12, is performed. In this case, Yt denotes the sales data at time t, and Yt-12 denotes the sales data for the previous year. Therefore, the first data point considered would be the difference between the sales data from January 1960 and January 1961. This also means that for the model, less data points are considered. In the original data, we have 96 data points of car sales for 8 years. In this modified data, we have 84 data points of differences in monthly car sales data.
Below is the graph of adjusted data .
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These seasonal adjusted sample autocorrelation values decline to zero, although not very quickly., we will tentatively conclude that the seasonal adjusted time series is stationary. Since the seasonal adjusted ACF of sample data, doesn't have any sharp drop-offs and instead decreases gradually to 0, this suggested an autoregressive model rather than the moving-average model.
Model Specification
The parameter estimation was done using the Regression tool in Excel.
AR (1): Yt = 660.43 + 0.27Yt-1
AR (2): Yt = 459.87+0.28Yt-1 +0.2Yt-2
AR (3): Yt = 525.27-0.1Yt-1 +0.3Yt-2 + 0.23Yt-3
The calculation of the Durbin-Watson and Box-Pierce Q statistics are shown below 

Here is a summary of the statistics：
	Model
	AR (1)
	AR (2)
	AR (3)

	Durbin-Watson
	2.1420
	1.9338
	1.9665

	Box-Pierce Q
	88.1110
	46.2545
	45.0679

	Chi-Squared @ 10%
	49.59
	48.28
	46.96

	Sum of Coefficients
	0.27
	0.48
	0.63


The Durbin-Watson statistics determines the correlation within residuals. All the Durbin-Watson values of the three models are close to 2, indicating that the residuals do not seem to be correlated. 
Next, in order for a model to be stationary, the sum of the coefficients must be less than one. Since the absolute values of the sums of the coefficients in all the three models are less than 1, this indicates that the models are stationary.
Next, we analyze the results of the Box and Pierce test. If the calculated Q statistic is less than the critical value of chi-square distribution with degrees of freedom K-p-q,（here we set the K value is equal to 30）, then we do not reject the hypothesis that the residuals are white noise and we can conclude that the model is stationary; therefore we can select the model to predict the future. The smaller the Q-statistic compared to the chi-squared values, the better the model is. Looking at the summary table above, we can see that at the ten percent significant level, we would reject the AR(1) model and choose the AR(3) model with the smallest Q-statistic as our best fit model.
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Model Evaluation

In order to test the fit of the model, I used the regression model chosen from the previous section to forecast the monthly car sales from January 1968 to December 1968, and compare the predicted values against the actual values. Since the regression model used the differenced data, to predict the monthly car sales, we need to add the value of the previous year’s sales values to obtain the predicted numbers.

In the chart below, we look at the actual monthly car sales values, versus the predicted values.


Recall our regression model below:

AR (3): Yt = 525.27-0.1Yt-1 +0.3Yt-2 + 0.23Yt-3
[image: image10.emf]Acual vs. Predicted Monthly Car Sales

-

5,000

10,000

15,000

20,000

25,000

30,000

Jan-

1966

Apr-

1966

Jul-

1966

Oct-

1966

Jan-

1967

Apr-

1967

Jul-

1967

Oct-

1967

Jan-

1968

Apr-

1968

Jul-

1968

Oct-

1968

Actual

Predcted


We can see from the graph above that the regression model seems to predict the monthly car sales values well from January 1966 to December 1967. It seems to be able to predict the pattern of the forecasted values well from January 1968 to December 1968.
Conclusion

The graph about comparing actual and predicted monthly car sales above demonstrate the AR(3) model is a well-predicted model. On the other side, the statistical analysis also support the AR(3) model. We know that there has no perfect model, even it exists, we probably can not estimate the parameter. However, to see the not-bad model precisely, the regression model could not closely predict the extremely values. The peaks and troughs seem to be predicted worse than the intermediate values. To better forecast the monthly car sales values, a more robust time series model would be needed.
