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Introduction and Data:

Over the past decade, there have been major advances in the quality of video games on the market. The market has grown substantially, and the sales of these products are a good model for the Time Series project due to their seasonality. We will analyze the monthly sales of one of these products, Xbox 360, from November 2005 – October 2010. Data for these sales have been obtained from the PVC Museum at http://www.pvcmuseum.com/games/charts/monthly-console-hardware-sales-in-america.htm.
The graph below summarizes our findings:
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Analysis:

The graph shows clear seasonality – sales are particularly high in December and are somewhat high in November. This is due to the holiday season purchasing activity, which usually spans from Thanksgiving to very early January. There is a large drop in sales in January, and then sales are somewhat stable for the remaining months of the year.

Below is the resulting autocorrelation graph:
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The seasonality again is clear in this graph – one can see the peaks and valleys resulting from the first three Decembers. The autocorrelation then oscillates around 0, which is a sign of being stationary.
The graphs below shows the first differences and the resulting autocorrelation of the first differences:
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Again, we see signs of seasonality with the peaks and long valleys. The autocorrelation, though less pronounced, echoes the observations of the original autocorrelation.

We will now attempt to remove the seasonality by taking the 12th difference of the data (yt – yt-12) and, once again, check the resulting autocorrelation:
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The graph is still stationary, as it stabilizes at 0. The major peaks have been removed, though some random fluctuation still exists. This seems to be a much better model for us to use.
We will now to model our series:

Using Excel’s regression tool, we get the following output for AR(1):

	SUMMARY OUTPUT
	
	
	

	
	
	
	
	

	Regression Statistics
	
	
	

	Multiple R
	0.829939275
	
	
	

	R Square
	0.6887992
	
	
	

	Adjusted R Square
	0.681389657
	
	
	

	Standard Error
	0.087887399
	
	
	

	Observations
	44
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	1
	0.718049602
	0.71805
	92.96109

	Residual
	42
	0.324416188
	0.007724
	

	Total
	43
	1.042465791
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-0.016071999
	0.013276733
	-1.21054
	0.232841

	X Variable 1
	0.720080244
	0.074684467
	9.641633
	3.3E-12


The fitted regression line is shown as Yt = -.0161 + .7201Yt-1. The Adjusted R2 value is .6814, which means that over 68% of the results can be explained by this model. Still, I feel we should be able to do better than that, so let’s try the AR(2) model:

	SUMMARY OUTPUT
	
	

	
	
	
	

	Regression Statistics
	
	

	Multiple R
	0.927633752
	
	

	R Square
	0.860504377
	
	

	Adjusted R Square
	0.853529596
	
	

	Standard Error
	0.057740212
	
	

	Observations
	43
	
	

	
	
	
	

	ANOVA
	
	
	

	 
	df
	SS
	MS

	Regression
	2
	0.822638913
	0.411319

	Residual
	40
	0.133357285
	0.003334

	Total
	42
	0.955996198
	 

	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat

	Intercept
	-0.003805834
	0.00897938
	-0.42384

	X Variable 1
	1.391744792
	0.10140512
	13.7246

	X Variable 2
	-0.627013169
	0.087963007
	-7.12815


The fitted regression line is shown as Yt = -.0038 + 1.3917Yt-1 - .6270Yt-2. The Adjusted R2 value is .8535, which means that over 85% of the results can be explained by this model. This seems to be a substantially better model than the AR(1) above, enough to choose it despite the added level of complexity.

Checking the Durbin-Watson Statistic for our AR(2) model, we yield 2.3729, which is close enough to 2 to agree with the null hypothesis that there is no serial correlation, even though there may actually be some negative serial correlation present.

The Box Pierce Q statistic for our model is 24.4742, which is less than the 39.0875 chi-squared statistic for 29 degrees of freedom at a 10% significance level. Thus, we do not reject the null hypothesis that the residuals were white noise.
