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Introduction

The popularity among Hispanic newborn names has been changing over time.  Much of this is due to the United States population as a whole becoming more diverse due to immigration primarily from Mexico.  The increase in the Hispanic population is a potential driver of the popularity of Hispanic names.  This project looks at the rank of the Hispanic name Alicia.  After exploring first and second differences, several different time series models; AR(1), MA(1), and MA(2); will be fitted to the data points in an effort to determine which is the most appropriate model for the data.  In addition, using the model developed, the rank of the name Alicia will be forecasted for the years 1980 to 2008 and compared with the corresponding actual ranks.

Model Specification 

The graph in Figure 1 below shows the rank of the name Alicia among the top 1,000 female baby names beginning in 1909.  Until the late 1970s, this name was rapidly gaining popularity when it reached its peak and started becoming less popular.  This trend seems consistent with the rise in Mexican immigrants during the early 1900s.  As can be seen from the graph, the raw data series is clearly not a stationary time series.  Data points are closely correlated with the previous data point.
Figure 1
[image: image1.emf]0

100

200

300

400

500

600

700

800

900

19091914191919241929193419391944194919541959196419691974197919841989199419992004

Axis Title

Alicia's Rank

Alicia's Rank


Figure 2 below shows the sample autocorrelation function for the original data.  Again, it is clear that this data does not represent a stationary series since there is a clear pattern in the graph.  First and second differences were taken in order to test whether the series is first- and second-order homogenous nonstationary.  Graphs of the first and second differences are shown in Figures 3 and 4 respectively.
Figure 2
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Figure 3
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Figure 4
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As is evident in Figure 3, the series of the first differences appears to be stationary, therefore, it does not appear necessary to model second differences from Figure 5 as this creates a more complex model than needed.  The graph of the autocorrelation function for the first differences further supports this below, as the function quickly becomes close to zero and continues to fluctuate about zero as the lags increase.

Figure 5
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Model Estimation
First, an AR(1) model is fit to the first difference data.  Using least squares regression, the model is given by the following equation.
AR(1):  yt = 8.689 – 0.1929yt-1 + εt
Since |φ1| = 0.1929 is less than 1, the series is stationary.  The mean of the AR(1) series is 
μ = δ / (1 – φ1) = 7.15, which is equal to the mean of the first difference series.  Figure 6 illustrates the actual first difference series, as well as the AR(1) model.

Figure 6
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Using the Box-Pierce test for goodness of fit with 40 lags, the Q-statistic is 17.36.  This value is below the critical value of 55.76; thus, the hypothesis that the residuals are generated by a white noise process is not rejected, and the model fits the data at the 95% confidence level.

In the same manner, MA(1) and MA(2) models are fit to the first difference data.  These two models are as follows:
MA(1):  yt = 7.15 + εt – 0.3545εt-1
MA(2):  yt = 7.15 + εt – 0.3545εt-1 - – .4858 εt-2
The Q-statistics were calculated with 40 lags for each of these models as well, and the values for all three models are listed below.  Only two of the three models have Q-statistics below the critical value of 55.76 at the 95% level of confidence.  Thus, these two models fit the data at the 95% level.
AR(1):  17.36
MA(1):  228.36
MA(2):  37.09
Based on this test, the AR(1) looks to be the best fit for the data.
Model Evaluation

In order to evaluate the models, the actual ranking of the name Alicia for the years 1980 to 2006 is compared with the forecasted ranking for each of the models.  A graph of this data can be found in Figure 7 below.  As one can observe, the MA(1) model appears to be the model of the three that fits the data least well.  While the difference between the forecasts of the three models is fairly small, there are substantial differences between the forecasts and the actual data at some points, especially the early years and around 1928.

Figure 7
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Figure 8 zooms in on the early portion of the graph with the most significant deviations between the models.

Figure 8
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Figure 9 below compares the rankings for years 1880 through 2008 with the forecast of the AR(1) model, which was determined to be the best-fit model for the data.  The model is a very close fit for the actual data, especially in the later periods.
Figure 9
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Conclusion
The aim of this project was to use the actual ranks of the name Alicia among the top 1,000 female baby names in the years 1909 through 1979 to predict the rankings in the following twenty-eight years.  This was done by fitting several different time series models to the data, testing each of them, and determining which model was most appropriate.  While two of the three models developed here appear to be appropriate fits to the data, it is important to remember that there are many factors that can have an impact on the names parents choose for their children.  During this current period where citizens are questioning the legality (from an immigration standpoint) of many Hispanics, we may see some unusual patterns in Hispanic names.  There may be a shift away from Hispanic sounding names in parents’ attempts to protect their children from bias, especially in states such as Arizona that appear to be targeting Hispanics by recent laws.  Other influences such as media and celebrities may have impacts, which could last for varying periods of time.

One important item to note, the models developed in this project are fairly simplistic.  More complex data analysis and models may prove to better forecast the future ranking of the name Alicia among baby names.

Appendix:  Data
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