Time Series Analysis of Silver Prices
Intro
There are several precious metals in the world such as: gold, platinum, palladium and Silver.  These precious metals are highly valued for various reasons due to wide usage ranging from industrial applications to jewelry fabrication.  The exact price of the metals has been dictated by the marketplace.  The proper forecasting of Silver prices is essential in the budgeting of future material costs for these uses.  This report will develop a proper ARIMA model to forecast the average price of Silver.  The yearly average price of Silver from 1975 to 2004 will be used to construct the model.  This model will be validated using Silver price data from 2005 to 2010.
Data
The data used for this report was obtained from the The Silver Institute.  The Silver Institute is a non-profit international association that unifies the many stakeholders in the Silver industry.  The data can be accessed using the following internet address: http://www.Silverinstitute.org/hist_priceny.php.  Although the data contains Silver prices from 1975 through 2010, data from 1975 to 2004 will be used to generate a model for prices.  The actual Silver price data from 2005 to 2010 will be used to validate the model.  Figure 1 illustrates historic Silver prices.
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Figure 1: Average Historic Silver Prices
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Test of Stationarity
In looking at the given data, the stationarity of the data was examined.  For the purpose of testing stationarity, the autocorrelation function was used.  This function essentially is the ratio between the sample covariance to sample variance.  The ratio is presented below.
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Figure 2 graphically illustrates the 
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 against k.  This resulting graph is also known as a correlogram.  The exactly formulation of the correlogram is detailed in the accompanying Microsoft Excel spreadsheet.
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Figure 2: Autocorrelation
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In looking at the autocorrelation produced by the historical Silver price data it is evident that the sample autocorrelation does not decline.  In fact, the sample autocorrelation does not remain near zero which implies that the series is stationary.  It is also worth noting that the graph of the autocorrelation indicates that seasonality is not overwhelmingly present.    
Model Adjustment
Due to the nature of commodity pricing and economic influences, further investigation was done into an adjustment for the model.  Although there does not appear to be seasonality present within the pricing of Silver, other factors may be significantly influencing prices.  To develop the proper model for Silver prices, we must make investigate if an adjustment to the series is necessary.  Although there are several different methods that could be used to adjust the model, only one method was chosen.  To decide the adjustment method, various methods were analyzed.  This analysis is highlighted within the accompanying Microsoft Excel spreadsheet on tabs 5yr_Moving Avg and 3yr_Moving Avg.  Corresponding correlograms for each of the various seasonality adjustments are provided within the accompanying Microsoft Excel spreadsheet.  
Model Estimation
An autoregressive model with various orders can be used to define the seasonally adjusted model.  Such a model is as follows:
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The various components of this model are defined below.
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 is the order of moving-average process to be determined
The actual data used to compute the AR(1), AR(2) and AR(3) and the autoregression is detailed within the accompanying Microsoft Excel spreadsheet in the AR-1, AR-2, and AR-3 tabs.  The explicit equations for the various autoregressive processes are as follows:
AR(1):
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AR(2): 
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AR(3):
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In calculating the various autoregressive equations, a plethora of statistical information was available.  A summarizing table of this information is shown below.  It is worth noting that the sum of (i under each equation is less than one.  As a result of being less than one, we can confirm that the various models are stationary.  In looking at the other statistical information available, it is interesting to note that the R2 does not vary significantly between AR(1), AR(2), AR(3).  The adjusted R2 illustrates a similar relationship between the various autoregressive models. 
Model Detail

	
	Sfi
	R2
	Adj. R2

	AR(1)
	0.58 
	0.34 
	0.31 

	AR(2)
	0.51 
	0.35 
	0.30 

	AR(3)
	0.62 
	0.38 
	0.30 


Durbin-Watson Test
The Durbin-Watson Test primarily is used to determine whether serial correlation exists within a model.  This test was applied to the three autoregressive models.  The results of this test are summarized in the following table.
	Model
	DW - Statistic

	AR(1)
	1.82

	AR(2)
	1.93

	AR(3)
	1.88


For each of the models tested, the results fall within a range of 1.82 to 1.93.  In general, a result of approximately 2 signifies that serial correlation is not present.  Therefore, it is clear that the models do not show any serial correlation.
Box-Pierce Q Statistic
In addition to the Durbin-Watson statistic, the Box-Pierce Q statistic was reviewed for all of the autoregressive models.  A generalized version of the formula is shown below.
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This statistic indicates whether the null hypothesis of the residuals being a white noise process can be rejected.  In particular, the test statistic has a χ2 distribution with K-p-q degrees of freedom.  Based upon these calculations, the autoregression models have a BPQS that range from 3-4.  At a 10% significance level, the results of the statistic indicate we cannot ultimately reject the hypothesis.  Further detail of the Box-Pierce Q Statistic is provided in the accompanying spreadsheet.
Based upon the various tests performed, the AR(3) model was determined to be the best model for the analysis.  In looking at the Durbin-Watson Statistic, we were able to single out that either AR(2) or AR(3) would be better than AR(1).  Using this information in conjunction with the statistical detail provided above, AR(3) forms the best model.  In looking at the Box-Pierce Q Statistic, we can say that AR(1), AR(2) and AR(3) residuals are white noise processes.
Forecasting
As a method of validation, the selected model will forecast the 2005 to 2010 Silver prices.  The actual Silver prices from 2005 to 2010 are known and will be compared against the forecasted values.  A graphical representation of these values is provided below.
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In looking at the above graph, it is clear that the model does not provide a good forecast past 2005.  It is worth noting that the Silver price forecasted in 2005 is very close to actual Silver prices.  In looking at the remaining years, it is clear that several external factors that were not embedded into the model affected Silver prices.  In 2006 and beyond, economic factors such as increasing oil prices and faltering global economies had a significant impact on Silver prices.  Additionally, the devaluation of the American dollar caused investment in precious metal to increase as investors looked for safe-havens for their investments.  These factors were not represented within the chosen model and therefore were not included in the forecast of Silver Prices.  
Conclusion
The yearly average Silver price was examined to ascertain whether past Silver prices could be used to effectively forecast future Silver prices.  For this analysis, three separate auto-regression models were examined along with various adjustments.  Additionally, various statistical details were assessed to determine the appropriateness of the model.  In the end it was determined the AR(3) model was the most appropriate.  Lastly, it was concluded that although a proper model was chosen, Silver prices are too dependent on external factors to prevent accurate long-term forecasting.  
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