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Introduction:
Regression analysis will be used to determine what golfing related statistics are the best predictors of a player’s money winnings for players from the PGA tour.  All data are from the 2010 PGA tour season.  The most powerful regression model will be constructed by selecting the variables that provide the highest adjusted R-squared.   The regression will be conducted at a 95% confidence level.

The independent variables are driving distance as a percentage of total hole distance for par 4 holes, driving accuracy, greens in regulation (GIR), success ratio for “Going for the Green” (G4G) attempts (G4G indicates situations in which the player attempts to reach the green in less than regulation), success ratio when scrambling (scores at or better than par in situations where the player failed to make the green in regulation), and average number of strokes gained while putting.

The initial model will incorporate six explanatory variables (the constant term is set to 0 since losses from playing are not possible).  Subsequent models will be improved upon by examining the adjusted R2, the t-statistic for the explanatory variables, and exploring the multi-collinearity of the variables, and thereby removing explanatory variables depending on the results.  The goal is to obtain the most predictive model using as few explanatory variables as needed.
Variables:
Y = Average PGA Tour Winnings in Thousands (Purse)
X1 = Driving distance as percent of hole distance (Par 4)
X2 = Driving accuracy (Dr_Acc)
X3 = Greens in regulation (GIR)

X4 = Going for Green (G4G)
X5 = Scrambling (Scram)
X6 = Putts Gained (Putts)

Six Variable Equation:
Y = -351 X1 - 79 X2 + 157 X3 + 271 X4 + 287 X5 + 32 X6
	Regression Statistics

	Multiple R
	0.803807

	R Square
	0.646106

	Adjusted R Square
	0.631217

	Standard Error
	43.44746

	Observations
	192


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0
	#N/A
	#N/A
	#N/A

	Par_4
	-350.631
	133.3006
	-2.63038
	0.009244

	Dr_Acc
	-78.8263
	74.00828
	-1.0651
	0.288211

	GIR
	157.4141
	154.807
	1.016841
	0.31055

	G4G
	271.1018
	72.90288
	3.718671
	0.000265

	Scram
	287.4179
	108.1211
	2.658295
	0.008538

	Putts
	32.17741
	10.73439
	2.997601
	0.003093


Based on these results, it seems that the cliché “Drive for show, putt for dough” has more than a grain of truth to it.  Neither driving accuracy nor greens in regulation appear to play a particularly important role in determining a player’s average winnings; however, the model suggests that, holding all other variables constant, picking up one extra stroke on the green relative to the rest of the field during a single round is worth more than $32,000.  Improving one’s accuracy when taking a risk and going for the green is also important, as is being able to recover when aggressive attempts go awry: a 10% increase in accuracy is worth $27,000 and $28,000 respectively.
With an R-square of 0.646, and an adjusted R-square of 0.631, this model seems to be a decent predictor of average winnings.  Nevertheless, given the difference between the 2 measures, it appears that we may be able to produce a more parsimonious model without giving up too much predictive accuracy. 

As noted above, driving accuracy and greens in regulation are not strong predictors of average winnings.  Neither are significant at the 95% confidence level.  Thus, we can not be 95% certain that the true stat is different from zero.  These variable will be dropped from the future models.  

Four Variable Equation:
Y = -256 X1 + 296 X4 + 266 X5 + 32 X6
	Regression Statistics

	Multiple R
	0.802082

	R Square
	0.643336

	Adjusted R Square
	0.632325

	Standard Error
	43.38457

	Observations
	192


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0
	#N/A
	#N/A
	#N/A

	Par_4
	-256.048
	83.90645
	-3.0516
	0.002606

	G4G
	296.031
	69.75247
	4.244022
	3.45E-05

	Scram
	266.4059
	88.92062
	2.995996
	0.003104

	Putts
	32.28993
	9.8362
	3.282765
	0.001226


Once again, putting proves to be a powerful predictor of average winning.  But how does this complete model fair against the last one?  The R-square of course has dropped, but by only a small amount.  The adjusted R-square, which takes into account that simpler models with fewer explanatory variables should be preferred, actually increased slightly.  This suggests that the new model has more explanatory power.  All explanatory variables in this new model are significant at a 95% level.  Thus, this model is preferred to the six variable model.
All of the remaining coefficients have t-stats which are significant at the 95% level, and the adjusted R-square suggests this model has relevancy in predicting average winnings.   We could stop here and be happy with it, but it would be instructive to examine the issue of multi-collinearity.
Since success at scrambling is often dependent upon making high pressure puts, it would seem reasonable that there would be a high degree of correlation between both scrambling success and strokes gained while putting.  If this turns out to be the case, this current model might be suffering from a high degree of multi-collinearity.  We will examine the correlation between scrambling and putts gained.  The result is:

	Correlation between Scram and Putts
	0.5173

	Correlation between G4G and Scram
	-0.0392


So, as suspected, there is a high degree of correlation between scrambling success and putting performance.  As a baseline measure, the correlation between success at going for the green and success a scrambling was investigated and virtually no correlation was observed which is also as suspected providing some additional validation regarding our intuition regarding the model.
In order to have a model with as little multi-collinearity as possible, we will now try a model which ignores scrambling success.

Three Variable Equation:
Y = -15 X1 + 281 X4 + 48 X6 

	Regression Statistics

	Multiple R
	0.791395

	R Square
	0.626307

	Adjusted R Square
	0.617061

	Standard Error
	44.29055

	Observations
	192


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0
	#N/A
	#N/A
	#N/A

	Par_4
	-15.3216
	24.67592
	-0.62091
	0.535405

	G4G
	280.9106
	71.02244
	3.955238
	0.000108

	Putts
	47.66446
	8.566693
	5.563927
	8.93E-08


The R-square for this model has only been reduced slightly, implying the model is still a decent predictor.  The adjusted R-square has also been reduced, but this will be accepted as a consequence of reducing the multi-collinearity of the model.  

An interesting thing occurs with this new model.  The t-stat for the driving distance variable has now been reduced, implying that it is no longer significant at a 95% level.  Thus a new model will be constructed where we ignore percentage of the hole covered off the tee.  

Two Variable Equation:
Y = 238X4 + 47 X6 
	Regression Statistics

	Multiple R
	0.790914

	R Square
	0.625545

	Adjusted R Square
	0.618311

	Standard Error
	44.21887

	Observations
	192


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0
	#N/A
	#N/A
	#N/A

	G4G
	237.68
	14.00027
	16.97681
	6.14E-40

	Putts
	47.00043
	8.485923
	5.538635
	1.01E-07


The adjusted R-square of this model has increased from the three variable model.  Additionally, all of the t-stats are very high, indicating that all of the variables are significant at our desired level of 95%.  

Noting also that there does not seem to be a high degree of multi-collinearity in this model (the correlation between the two explanatory variables is -0.14), we might conclude that this is a maximally parsimonious model; however, we will examine both one-variable models to confirm our intuition.  

One Variable Equation (Putting):
Y = 46 X6
	Regression Statistics

	Multiple R
	0.239855

	R Square
	0.057531

	Adjusted R Square
	0.052295

	Standard Error
	69.9683

	Observations
	192


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0
	#N/A
	#N/A
	#N/A

	Putts
	45.84701
	13.427
	3.41454
	0.00078


We can quickly reject this model as the adjusted R-square is much smaller than the two variable model.

One Variable Equation (G4G):
Y = 237 X4 

	Regression Statistics

	Multiple R
	0.751723

	R Square
	0.565087

	Adjusted R Square
	0.559851

	Standard Error
	47.53013

	Observations
	192


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	81.17544156
	2.239642152
	36.24482665
	2.49287E-26

	GIR
	-15.31735494
	3.399845343
	-4.50530933
	9.37878E-05


This model can also be rejected, as the adjusted R-square has reduced sharply from the two variable model.

The Regression Model:

Based on this analysis, the model that is to be preferred is 

Y = 238X4 + 47 X6 
This model, though not the model with the highest adjusted R-square, does have a few benefits from models with higher adjusted R-square.  The main point is that all of the coefficients are significant at a 95% level.  Also, multi-collinearity between variables has been largely reduced by taking out variables with high correlation.  

Conclusion:
The best model that predicts the scoring average for a PGA tour player is:

Y = 238X4 + 47 X6 
Y = Scoring average

X4 = Success at going for the green (G4G)
X6 = Putts gained (Putts)
This model predicts that success at taking risks as reflected by the G4G measure combined with a high level of performance in the more typical situation of putting on the green are both handsomely rewarded in professional golf.  Gaining a 1 putt advantage over your competition over the course of the round can add around $47,000 to your winnings, roughly doubling the average prize of $53,000.
