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In this project, I used time series concepts and ARIMA techniques to analyze the residual series of a simple regression model.
I. Introduction
The relationship between fiscal policy and long-term interest rate has been the source of many debates. Almost all major macroeconometric models imply an economically significant connection between changes in fiscal policy and in long-term interest rates. This project uses federal budget deficit as a proxy measure of the fiscal policy and starts with a regression model that explains the long-term interest rates as a function of federal budget deficit. Then a simple ARIMA model was constructed to fit the residual series of the regression model. 
II. Data
In the regression model, I used real 10-year treasury bond rate as a measure of the long-term interest rate and federal deficit as a share of GDP as a measure of the federal deficit. 
From the Congressional Budget Office’s (CBO) website, the 10-year Treasury bond rates and the GDP price index are available from 1954 to 2010. The 2010 data was listed in the background data table of Figure 2-7 of the CBO report "The Budget and Economic Outlook: Fiscal Years 2011 to 2021."  The report can be accessed at: http://www.cbo.gov/doc.cfm?index=12039. The 1954-2009 data came from “Detailed Economic Projections, CY 2010-2021; Actual Data, 1950-2009.xls,” an Excel file in the same report. To get the real 10-year treasury bond rate, I used the nominal 10-year rate minus the expected inflation rate calculated from GDP price index. For detail calculation, please see the “data” tab in attached Excel file. As to federal deficit as a share of GDP, it’s available at an annual frequency from 1900 on website http://www.usgovernmentspending.com/.
Figure 1 plots annual observations of the real 10-year treasury bond rate, and of federal deficits as a share of GDP from 1954 to 2009. It shows a clear association between fiscal policy outcomes, i.e. federal deficit, and long-term real interest rates. 
[image: image1.emf]Figure 1: real 10-year treasury bond rate and federal deficit as a share of GDP
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III. Preliminary Regression

The regression model I used can be expressed as: 
I = a + b D
Where I is the real 10-year treasury bond rate, D is federal deficit as a share of GDP. The goal of this model is to find the coefficient b, which provides an estimate of the effect of the fiscal policy variable on interest rates. The least square estimates of this equation, using data for the period 1954 through 2009 are as follows (output from statistical software JMPIN; for details please see Appendix I): 

I = 2.132 + 0.347 * D
	Table 1. Preliminary Regression Summary Output

	 
	 
	 
	 
	 

	Regression Statistics
	 
	 
	 

	R Square
	0.137
	 
	 
	 

	Root Mean Square Error
	1.892
	 
	 
	 

	Observations
	56
	 
	 
	 

	 
	 
	 
	 
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	2.132
	0.344
	6.2
	<0.0001

	D
	0.347
	0.118
	2.93
	0.005


It implies that a one percent of GDP increase in federal budget deficit is associated with an increase of the long term interest rate of about 35 basis points. Although the coefficient of the explanatory variable is significantly different from zero, the R-square of the model is only 0.137, which is kind low. Two observations may help in explaining the low R-square. First, the proxy we used to describe the federal deficit and the long-term interest rate are not perfect. To the extent this proxy is imperfect, the coefficient on federal deficit will tend to be biased toward zero because of classical measurement error. This bias would reduce the estimated impact of deficits on interest rates. Since financial markets are forward-looking, excluding deficit expectations could bias the analysis toward finding no relationship between interest rates and deficits. Studies that incorporate more accurate information on expectations of future sustained deficits tend to find economically and statically significant connections between anticipated deficits and current interest rates. 

Second, the precise effects of the federal deficit on the long-term interest rate depend on a wide variety of factors, including whether the change in the deficit is caused by a change in taxes or a change in spending, how monetary policy reacts, and how foreign government react. All these factors are not included in this simple regression model. 
The low DW statistic, 0.29087, indicates that serial correlation is likely to be present in the estimated residuals. 

Figure 2 shows the actual and fitted series, as well as the regression residuals. The model fits the data reasonably well from mid-1950s to mid-1970s, and from mid-1980s to 1990s, but performs poorly during early 1950s, from mid-1970s to early 1980s, and 2000s. Also note the residuals appear to have a high degree of autocorrelation.

[image: image2.emf]Figure 2: real 10-year Treasury bond rate: actual, fitted, and residuals
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IV. Residuals Analysis
Next I examined the residuals from this regression. First I examine if the residual is a stationary process by looking at the sample autocorrelation function (ACF). The sample autocorrelation function shows that correlation for each lagged value. It is the ratio of the sample covariance to the sample variance. To assume stationarity, the sample autocorrelations should decrease quickly to zero and fluctuate around a common mean. 
The first correlogram below (Figure 3) shows the sample autocorrelation function for the residuals. The detail calculation can be found in the tab “calc” in the attached Excel spreadsheet. The autocorrelations decline as the lag increases until turning negative at around lag 6. It then fluctuate around 0 in the range of -0.4-0.2. This indicates the series is stationary. 
[image: image3.emf]Figure 3: Regression residuals - smaple autocorrelation function
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Figure 4 shows the sample autocorrelation function for the residuals after they have been first-differenced; now all the autocorrelations are close to zero. It is reasonable to conclude that after taking the first differences, the resulting residual series is stationary. In the process of constructing the ARIMA model, I will work with the undifferenced residuals.

[image: image4.emf]Figure 4: First differences of regression residuals - sample autocorrelation function
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V. ARIMA Model Estimation
I used autoregressive model with different orders (p = 1, 2, and 3) to describe the residual series:
                 p
Wt =  a + ∑    bi Wt-i + Ɛt
                i=1
where Wt is the residual of the regression relation in year t

a is a constant

bi is the coefficient for lag i data

Ɛt is the error term at time t

p is the order of auto-regression to be determined

Using JMPIN standard least regression to perform auto regression, I got the following results and the details can be found in the appendix. From table 2, we can tell the R-Square improves slowly from AR(1) to AR(3). 
AR(1):   Wt =  -0.035 + 0.868 Wt-1 + Ɛt
AR(2):   Wt =  -0.030 + 0.980 Wt-1  - 0.134 Wt-2 + Ɛt
AR(3):   Wt =  -0.007+ 0.979Wt-1  - 0.154Wt-2 + 0.016Wt-3 + Ɛt
	Table 2. AR Models Summary Output

	 
	 
	 

	 
	Number of Observations
	R-Square

	AR(1)
	55
	0.714

	AR(2)
	54
	0.717

	AR(3)
	53
	0.719


Durbin-Waston Test

A Durbin-Watson statistic can be used to test if there is no serial correlation is present. Although it is not accurate for a lagged regression, it gives us a feel for the serial correlation. The DW statistic will lie in the range of 0 to 4 and vary with the number of independent variables and the number of observations. The rule of thumb is values close to two indicates no autocorrelation. Table 3 lists the test statistic which includes two limits, dl and du. A value for DW below dl or greater than 4- dl allows one to reject the null hypothesis of no serial correlation. If DW is between du and 4- du, the null hypothesis is retained. 

	Table 3 Range of the Durbin-Watson Statistic

	 
	 
	 
	 
	 

	Value of DW
	 
	Result
	 
	 

	4 - dl < DW < 4
	 
	Reject null hypothesis; negative serial correlation present

	4 - du < DW < 4 - dl 
	 
	Result indeterminate
	 

	2 < DW < 4 - du 
	 
	Accept null hypothesis
	 

	du < DW < 2
	 
	Accept null hypothesis
	 

	dl < DW < du 
	 
	Result indeterminate
	 

	0 < DW < dl 
	 
	Reject null hypothesis; positive serial correlation present


Table 4 summarizes the Durbin-Watson statistics of the three autoregressive models and the 5% significance points of dl and du for observations of 55. Since the table in the textbook doesn’t include test statistics for observations between 50 and 55 and all upper limits of observation 50 are lower than or equal to the upper limits of observation 55, I 
compared the observed Durbin-Watson statistics to the upper limits of observation 55. The comparison indicates no serial correlation among the residuals for all three regressions. 
	Table 4 Durbin-Watson Test Summary

	 
	 
	 
	 
	 
	 

	 
	DWS
	Number of Observations
	Number of independent variables
	5 percent significance point of dl
	5 percent significance point of du

	AR(1)
	1.73
	55
	1
	1.53
	1.6

	AR(2)
	1.923
	54
	2
	1.49
	1.64

	AR(3)
	1.931
	53
	3
	1.45
	1.68


Box-Pierce Q Statistic

The Box-Pierce Q statistics (BPQS) is used to test if the residuals are a white noise process or follow certain trends. It is calculated as the weighted sum of the autocorrelations. The Box-Pierce Q statistic has an X2 distribution with K-p-q degrees of freedom. Generally people use the critical 10 percent level as a cutoff for this test. 
As indicated in table 5, the statistics Q have been calculated to be 21.967, 19.733, and 17.45 with freedom of 52, 51, and 50 respectively. The statistics Q are below the critical level of for each degree of freedom. Thus, we accept (i.e., fail to reject) the hypothesis that the residuals of the AR models are white noise. (For the calculation detail, please see attached Excel file tab [cal(AR1)], [cal(AR2)], and [cal(AR3)].
	Table 5 Box-Pierce Q Statistics Summary

	 
	 

	 
	BPQ Statistics

	AR(1)
	21.967

	AR(2)
	19.733

	AR(3)
	17.45


VI. Model Selection and Forecasting
Based on the model diagnostics, I selected an autoregressive model to fit the residual series next. Since the R-square and Box Pierce test did not show a clear preference, I looked at the DWS and used the rule of parsimony. The rule of parsimony states that the simpler model with fewer parameters are preferred over the more complex model, due to biasing being presented and adjusted R-squared values lowering with more parameters. The DWS improves a lot from AR(1) to AR(2), but it is not significantly different among AR(2) and AR(3) models. Based on the principle of parsimony, the AR(2) is chosen as the best fit. 

Next I used the AR(2) model to forecast the residual value resulting from the simple regression model for 2010. The projected residual will be -3.001%, while the actual residual from the simple regression is -2.98%. The projected residual is quite close to the actual residual from the simple regression. 
VII. Conclusion
The impact of federal deficit on the long-term interest rate was described by a simple regression function in this project. Then the residual series of this regression model was examined and three auto-regression models with order 1, 2, and 3 are tested in this project. Various statistics are calculated to test the significance of models to explain the data. Due to the rule of parsimony, the AR(2) model is recommended for this project. 
Appendix I – Detail of regression analysis

Response:
RealIR

Summary of Fit

RSquare


0.137141

RSquare Adj


0.121162

Root Mean Square Error
1.89229

Mean of Response

2.815951

Observations (or Sum Wgts)
56

Lack of Fit

Source

DF
Sum of Squares
Mean Square

F Ratio

Lack of Fit
53
191.10601

3.60577

1.5989

Pure Error
1
2.25513

2.25513

Prob>F

Total Error
54
193.36114




0.5674

Max RSq

0.9899

Parameter Estimates

Term


Estimate
Std Error
t Ratio

Prob>|t|


Intercept

2.1322737
0.344097
6.20

<.0001


Def%GDP

0.3466987
0.118343
2.93

0.0050


Effect Test

Source
         Nparm
DF
Sum of Squares
F Ratio

Prob>F


Def%GDP
1
1

30.732429
8.5827

0.0050


Durbin-Watson

Durbin-Watson
Number of Obs.
AutoCorrelation

0.3018647

56


0.8192

Whole-Model Test

Analysis of Variance

Source
DF
Sum of Squares
Mean Square
F Ratio

Model
1
30.73243

30.7324
8.5827

Error
54
193.36114

3.5808

Prob>F

C Total
55


224.09357
0.0050

Def%GDP

Effect Test

Sum of Squares
F Ratio
DF
Prob>F

30.732429

8.5827
1
0.0050

Appendix II - Detail of AR(1)

Response:
Res

Summary of Fit

RSquare


0.713854

RSquare Adj


0.708455

Root Mean Square Error
1.019441

Mean of Response

0.016801

Observations (or Sum Wgts)
55

Parameter Estimates

Term


Estimate
Std Error
t Ratio

Prob>|t|


Intercept

-0.034833
0.137535
-0.25

0.8010


ResLag

0.8678194
0.075471
11.50

<.0001


Effect Test

Source
Nparm

DF
Sum of Squares
F Ratio

Prob>F


ResLag
1
1
137.41099
132.2200

<.0001


Durbin-Watson

Durbin-Watson
Number of Obs.
AutoCorrelation

1.7301684

55


0.1084

Whole-Model Test

Analysis of Variance

Source
DF
Sum of Squares
Mean Square
F Ratio

Model
1
137.41099

137.411
132.2200

Error
53
55.08079

1.039

Prob>F

C Total
54


192.49178
<.0001

ResLag

Effect Test

Sum of Squares
F Ratio

DF
Prob>F

137.41099

132.2200
1
<.0001

Appendix III –Detail of AR(2)

Response:
Res

Summary of Fit

RSquare


0.717427

RSquare Adj


0.706346

Root Mean Square Error
1.030432

Mean of Response

0.033772

Observations (or Sum Wgts)
54

Parameter Estimates

Term

Estimate
Std Error
t Ratio

Prob>|t|


Intercept
-0.02988
0.140408
-0.21

0.8323


ResLag
0.9800838
0.142829
6.86

<.0001


ResLag2
-0.134233
0.143779
-0.93

0.3549


Effect Test

Source
Nparm

DF
Sum of Squares
F Ratio

Prob>F


ResLag
1
1
49.995657

47.0862
<.0001


ResLag2
1
1
0.925482

0.8716

0.3549


Durbin-Watson

Durbin-Watson
Number of Obs.
AutoCorrelation

1.9234397

54


0.0006

Whole-Model Test

Analysis of Variance

Source

DF
Sum of Squares
Mean Square
F Ratio

Model

2
137.48508

68.7425
64.7422

Error

51
54.15125

1.0618

Prob>F

C Total
53
191.63633



<.0001

ResLag

Effect Test

Sum of Squares
F Ratio

DF
Prob>F

49.995657

47.0862
1
<.0001

ResLag2

Effect Test

Sum of Squares
F Ratio

DF
Prob>F

0.92548218

0.8716

1
0.3549

Appendix IV – Detail of AR(3)

Response:
Res

Summary of Fit

RSquare


0.718984

RSquare Adj


0.701779

Root Mean Square Error
1.037091

Mean of Response

0.071595

Observations (or Sum Wgts)
53

Parameter Estimates

Term

Estimate
Std Error
t Ratio

Prob>|t|


Intercept
-0.007056
0.142744
-0.05

0.9608


ResLag3
0.0164754
0.14613
0.11

0.9107


ResLag2
-0.154398
0.199674
-0.77

0.4431


ResLag
0.9793273
0.144721
6.77

<.0001


Effect Test

Source
Nparm
DF
Sum of Squares
F Ratio

Prob>F


ResLag3
1
1
0.013672
0.0127

0.9107


ResLag2
1
1
0.643091
0.5979

0.4431


ResLag
1
1
49.252291
45.7924
<.0001


Durbin-Watson

Durbin-Watson
Number of Obs.
AutoCorrelation

1.9308644

53



0.0081

Whole-Model Test

Analysis of Variance

Source
DF
Sum of Squares
Mean Square

F Ratio

Model
3
134.83980

44.9466

41.7891

Error
49
52.70229

1.0756


Prob>F

C Total
52


187.54208

<.0001

ResLag3

Effect Test

Sum of Squares
F Ratio
DF
Prob>F

0.01367184

0.0127
1
0.9107

ResLag2

Effect Test

Sum of Squares
F Ratio
DF
Prob>F

0.64309080

0.5979
1
0.4431

ResLag

Effect Test

Sum of Squares
F Ratio

DF
Prob>F

49.252291

45.7924
1
<.0001
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