Regression Analysis Project

Summer 2011
INTRODUCTION

Infant mortality is the number of infants who die during their first year of life. We use infant mortality rate to measure infant mortality, which is the number of infant deaths per 1000 live births.  There are many reasons to cause infant mortality such as prematurity, birth defects or Sudden infant death syndrome (SIDS).  Infant mortality is a complicated problem with no single solution. Rather than just being an issue of health access or health care quality, there are numerous social, economic and racial/ethnic issues that play a role [1]. 
In this project, I am choosing infant mortality as my research topic.  When selecting the explanatory variables, I selected those that I felt would provide the most impact in determining infant mortality.
DATA

Data was collected from two sources: http://datacenter.kidscount.org and http://www.statemaster.com.  The data is all 2007 statistics about each state in United States. The explanatory variables selected are:


X1- Percent of children in single parent family

X2- percent of low-income family with children

X3- Percent of children with no insurance from 0 to 5

X4- Percent of people who have finished Bachelor’s degree


X5- total spending on health care in state

X6- Percent of Africa-American in population
The selected response variable is: 

Y- Infant mortality rate
The regression of Y on X variables was completed using Microsoft Excel’s Regression add-in.

MODEL 1- All Explanatory Variables
The initial model utilizes the raw data for all 6 explanatory variables.  The full regression equation for model 1 is: 
Y= 8.3302 + 1.0433X1 + 2.4034X2 -3.3338X3 – 9.289X4 -3.7E-5X5 +8.9337X6
	Regression Statistics
	
	
	
	

	Multiple R
	0.865326
	
	
	
	

	R Square
	0.74879
	
	
	
	

	Adjusted R Square
	0.713737
	
	
	
	

	Standard Error
	0.666347
	
	
	
	

	Observations
	50
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	6
	56.91041
	9.485068
	21.36188
	1.93E-11

	Residual
	43
	19.09279
	0.444018
	
	

	Total
	49
	76.0032
	 
	 
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	8.330156
	1.723129
	4.83432
	1.74E-05
	

	X Variable 1
	1.043334
	3.269967
	0.319066
	0.751222
	

	X Variable 2
	2.403354
	4.103811
	0.58564
	0.561179
	

	X Variable 3
	-3.33382
	2.967894
	-1.1233
	0.267544
	

	X Variable 4
	-9.28903
	3.096913
	-2.99945
	0.004485
	

	X Variable 5
	-3.7E-05
	1.18E-05
	-3.17903
	0.002738
	

	X Variable 6
	8.933656
	1.470667
	6.074563
	2.85E-07

	
	
	
	
	


The resulting R2  is 0.75, which means the model has acceptable explanation power. Prior to examining the individual explanatory variables and their respective contributions to the model, I will attempt to improve the resulting analysis by examining the distribution of the raw data.
TRANSFORMATION OF DATA

To verify the skewness of the data is important.  

	
	

	Infant Mortality Rate
Transformation

Lower Hinge

Upper Hinge

Median

Test

Results

X

6.3
7.7
6.8
1.8
Positive Skew

(X)^1/2

2.51
2.77
2.61
1.71
Positive Skew

Log10(X)

0.799
0.886
0.832
1.63
Positive Skew

1/[(X)^2]

0.017
0.025
0.022
1.33
Positive Skew

1/X^5
3.69E-05
0.0001
6.88E-05
1
symmetric
Children in single parent family
Transformation

Lower Hinge

Upper Hinge

Median

Test

Results

X

0.28
0.34
0.315
0.71
Negative skew
X^5
0.0017
0.0045
0.0031
1.03
positive skew
Low-income Family With Children
Transformation

Lower Hinge

Upper Hinge

Median

Test

Results

X

0.15
0.2
0.17
1.5
Positive Skew

(X)^1/2

0.39
0.45
0.41
1.4
Positive Skew

1/(X^2)
25
44
35
1.02
Positive Skew

Percent of Children Without Insurance
Transformation

Lower Hinge

Upper Hinge

Median

Test

Results

X

0.06
0.11
0.09
0.67

Negative Skew

X^2

0.0036
0.0121
0.0081
0.89
Negative Skew

X^2.5
0.00088
0.004
0.00243
1.02
Positive Skew

Percent of people who have finished Bachelors Degree

Transformation

Lower Hinge

Upper Hinge

Median

Test

Results

X

0.236
0.291
0.255
1.89
Positive Skew

LOG10(X)
-0.63
-0.54
-0.59
1.71
Positive Skew

1/X^5.5
888
2811
1837
1.02
Positive Skew

Total spending on health care in each state
Transformation

Lower Hinge

Upper Hinge

Median

Test

Results

X

2102
7759
5027
0.93
Negative Skew

X^1.1
4517
19001
11787
0.99
Negative Skew

Percent of Africa-American in population

	

	Transformation
	Lower Hinge
	Upper Hinge
	Median
	Test
	Results

	X
	0.023
	0.151
	0.065
	2.05
	Positive Skew

	X^0.25
	0.389
	0.623
	0.505
	1.02
	Positive  Skew


We transform the response variable and explanatory variables in the way that each of them will be symmetric. Through all kinds of combination by transforming the response and/or explanatory variables, we found out the R2 can only be improved if we correct the negative skewness.
MODEL 2- All Explanatory Variables (TRANSFORMED DATA with negative skewness)

This model utilizes the transformed data for two explanatory variables which have negative skewness:  Children in single parent family and  Percent of Children Without Insurance . The full regression equation for model 1 is: 

Y= 8.6375 -26.832X1 +2.7222X2 -37.3942X3 -10.0772X4 -0.000037X5+9.7865X6
	Regression Statistics
	
	
	
	

	Multiple R
	0.867948
	
	
	
	

	R Square
	0.753333
	
	
	
	

	Adjusted R Square
	0.718914
	
	
	
	

	Standard Error
	0.660294
	
	
	
	

	Observations
	50
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	6
	57.25571
	9.542618
	21.88734
	1.32E-11

	Residual
	43
	18.74749
	0.435988
	
	

	Total
	49
	76.0032
	 
	 
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	8.637537
	1.310597
	6.590538
	5.06E-08
	

	X1 
	-26.832
	57.34518
	-0.4679
	0.642216
	

	X2
	2.722285
	3.99021
	0.682241
	0.498745
	

	X3
	-37.3942
	30.0972
	-1.24245
	0.220805
	

	X4
	-10.0772
	2.977485
	-3.38447
	0.001532
	

	X5
	-3.7E-05
	1.17E-05
	-3.16755
	0.002827
	

	X6
	9.786508
	1.636917
	5.978623
	3.93E-07


In using the transformed data, the R2 value has increased slightly from 0.748 to 0.753, which shows an improvement in our model.  In examining the explanatory variables, X1 shows the greatest P-value and therefore may not be a good indicator of infant fatality.
MODEL 3- Remove Variable #1 (TRANSFORMED DATA)

	Regression Statistics
	
	
	
	

	Multiple R
	0.867224
	
	
	
	

	R Square
	0.752077
	
	
	
	

	Adjusted R Square
	0.723904
	
	
	
	

	Standard Error
	0.654407
	
	
	
	

	Observations
	50
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	5
	57.16026
	11.43205
	26.69489
	2.66E-12

	Residual
	44
	18.84294
	0.428249
	
	

	Total
	49
	76.0032
	 
	 
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	8.555291
	1.287177
	6.646555
	3.78E-08
	

	X Variable 2
	2.418904
	3.902077
	0.619902
	0.53852
	

	X Variable 3
	-40.3742
	29.15339
	-1.38489
	0.173069
	

	X Variable 4
	-9.69819
	2.839638
	-3.41529
	0.00138
	

	X Variable 5
	-3.6E-05
	1.15E-05
	-3.16131
	0.002842
	

	X Variable 6
	9.192188
	1.02334
	8.982533
	1.64E-11


By omitting variable 1 from our model, we have a little decrease in the R2 value, showing that variable 1 actually offered little explanation power to our model. Further P-values for variables 3, 4 and 6 have all declined showing an improvement in their ability to predict infant fatality.  Variable 2 and 5, on the other hand, shows that they may be a poor indicator of infant fatality since their P-value increased.
MODEL 4- Remove Variable #2 (TRANSFORMED DATA)

	Regression Statistics
	
	
	
	

	Multiple R
	0.865974
	
	
	
	

	R Square
	0.749912
	
	
	
	

	Adjusted R Square
	0.727682
	
	
	
	

	Standard Error
	0.649915
	
	
	
	

	Observations
	50
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	4
	56.99569
	14.24892
	33.73412
	5.12E-13

	Residual
	45
	19.00751
	0.422389
	
	

	Total
	49
	76.0032
	 
	 
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	9.26614
	0.580687
	15.95721
	3.81E-20
	

	X Variable 3
	-34.1737
	27.19581
	-1.25658
	0.21539
	

	X Variable 4
	-10.8928
	2.071319
	-5.25887
	3.87E-06
	

	X Variable 5
	-3.5E-05
	1.12E-05
	-3.12137
	0.003141
	

	X Variable 6
	9.142547
	1.013199
	9.023449
	1.17E-11


By omitting variable 2 from our model, we have only a little decrease in the R2 value. But the adjusted R2 value increased a little from Model 3 because the decreased number of explanatory variables.  It shows that variable 2 actually offered little explanation power to our model. Further P-values for variables 4 and 6 have declined showing an improvement in their ability to predict infant fatality.  Variable 3, on the other hand, has increased P-value, which might be an indicator of its poor explanatory power.  Variable 5 is almost the same for its P-value and t statistic. 
MODEL 5- Remove Variable #3 (TRANSFORMED DATA)

	Regression Statistics
	
	
	
	

	Multiple R
	0.860893
	
	
	
	

	R Square
	0.741136
	
	
	
	

	Adjusted R Square
	0.724254
	
	
	
	

	Standard Error
	0.653992
	
	
	
	

	Observations
	50
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	56.32874
	18.77625
	43.89994
	1.51E-13

	Residual
	46
	19.67446
	0.427706
	
	

	Total
	49
	76.0032
	 
	 
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	9.076535
	0.564258
	16.0858
	1.64E-20
	

	X Variable 4
	-10.5664
	2.067858
	-5.10982
	6.08E-06
	

	X Variable 5
	-3.6E-05
	1.12E-05
	-3.22069
	0.002349
	

	X Variable 6
	9.098122
	1.018934
	8.929057
	1.31E-11


By omitting variable 3 from our model, we have only a little decrease in the R2 value and the adjusted R2 value. It shows that variable 3 actually offered little explanation power to our model. Further P-values for variables 5 have declined showing an improvement in its ability to predict infant fatality.  Variable 4, on the other hand, has increased P-value, which might be an indicator of its poor explanatory power.  Variable 6 is almost the same for its P-value and t statistic. 

MODEL 6- Remove Variable #4 (TRANSFORMED DATA)

	Regression Statistics
	
	
	
	

	Multiple R
	0.770845
	
	
	
	

	R Square
	0.594202
	
	
	
	

	Adjusted R Square
	0.576934
	
	
	
	

	Standard Error
	0.810069
	
	
	
	

	Observations
	50
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	45.16125
	22.58062
	34.41058
	6.24E-10

	Residual
	47
	30.84195
	0.656212
	
	

	Total
	49
	76.0032
	 
	 
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	6.289587
	0.179131
	35.11163
	2.23E-35
	

	X Variable 5
	-4.8E-05
	1.36E-05
	-3.5229
	0.000962
	

	X Variable 6
	10.07233
	1.239815
	8.124057
	1.66E-10


By omitting variable 4 from our model, we have big drop in the R2 value and the adjusted R2 value. It shows that variable 4 actually offered great explanation power to our model. Further P-values for variables 5 have declined showing an improvement in its ability to predict infant fatality.  Variable 6, on the other hand, has increased P-value, which makes us think that variable 4 and 6 have same direction of explanation power, but variable 5 is in opposite direction.  So I checked the model 7 by omitting variable 5 but keep variable 4 and 6.
MODEL 7- Remove Variable #5(keep 4 and 6) (TRANSFORMED DATA)

	Regression Statistics
	
	
	
	

	Multiple R
	0.826295
	
	
	
	

	R Square
	0.682764
	
	
	
	

	Adjusted R Square
	0.669264
	
	
	
	

	Standard Error
	0.71624
	
	
	
	

	Observations
	50
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	51.89223
	25.94611
	50.5772764
	1.92E-12

	Residual
	47
	24.11097
	0.512999
	
	

	Total
	49
	76.0032
	 
	 
	 

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	9.262642
	0.614715
	15.06818
	1.28209E-19
	

	X Variable 4
	-11.9347
	2.216364
	-5.38483
	2.26518E-06
	

	X Variable 6
	8.238217
	1.076926
	7.64975
	8.52708E-10

	
	
	
	
	


This model has better R2 value and the adjusted R2 value than model 6, which shows variables 4 and 6 provide decent explanation power. 
Conclusion

The best 3 variable model is model 5, that is 

Y= 9.0765-10.5664X4-3.6E-05X5+9.0981X6
Its R2 is 0.7411 and adjusted R2 is 0.7243. It means percent people who have finished bachelor’s degree, total spending on health care in state, and percent of Africa-America are all good predicators for the infant mortality. 

But model 7 also provides decent prediction power, yet it is simple and has only two explanatory variables. 
[1] http://city.milwaukee.gov/InfantMortality.htm
