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Annual Sheep Population in England and Wales

Introduction

In farming, beef and chicken dominated the meat market as whole whereas turkey, vile lamb and mutton only cater to some markets. The purpose of this time series project is to see the trend of sheep population. Since sheep population positively correlate with lamb and mutton demand, an increasing sheep population will indicate an increasing lamb and mutton demand. The ultimate goal is to identify an appropriate ARIMA model that fits the sheep population and can be used for forecasting purposes.
I obtained the data for the time series of sheep population from the website: http://robjhyndman.com/tsdldata/data/kendall2.dat. The data period is from 1867-1939 with a total of 73 data points.
 Model Specification
The graph below shows the England and Wales sheep population from 1867-1939. Throughout this period, the sheep population fluctuates, with the worst decline around year 1918 to 1924. After year 1927, the sheep population increase steadily and fluctuates between 1.5 million to 2 million.
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A correlogram is formed in order to determine if the sheep population is stationary. For a stationary series, the sample autocorrelation decrease quickly to zero after lag one and then oscillates at or near zero as the lag increases.
At first glance, the time series seems random and the interval of fluctuations are not great, between 1.2 million and 2.5 million. A correlogram which plots the sample autocorrelation against time lags is shown below.
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The sample autocorrelation does not quickly drop to zero after lag one, rather is slowly decay to zero, only reaching zero after lag 25. This indicates a non-stationary time series. Consecutively, to create a stationary time series, differencing will be used.

[image: image3.png]First Difference
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The first differences graph above signifies no upwards or downwards trends as differencing removes much of the trend fluctuation. Following the theory of parsimony and to avoid over differencing, the correlogram of first difference will be considered first. The second difference will only be calculated if the first difference time series is non-stationary.

Based on the first difference correlogram below, the sample auto correlation quickly drops to zero and then oscillates near zero as the lag increases. This proves the first difference time series is stationary. 
According to M.S. Bartlett, the approximate standard deviation of a white noise process is 1/√n where n is the number of observations. The red lines in the correlogram indicate a 95% confidence interval for a white noise process as determined by ±1.96 ×  1/√n. Most of the lines are between the red lines, thus again verifying that first difference time series is stationary and can be used for modeling.
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The sample autocorrelation decay exponentially to zero as the lag increases, showing an autoregressive component. The following ARIMA models will be constructed and evaluated : ARIMA(1,1,0), ARIMA(2,1,0) and ARIMA(3,1,0).

Model Fitting
ARIMA(1,1,0)

This model satisfies the equation Yt-Yt-1 = φYt-1 - Yt-2) + θ0t
	 
	Coefficients
	Standard Error

	Intercept
	-5.867590749
	9.142191485

	X Variable 1
	0.355342371
	0.109015941


These reasonable estimates for φ and θ0 are 0.355 and -5.8676. The mean of the model is calculated as [image: image6.png]i-e)



. Based on the estimated values of φ and θ0, the mean of the model is     -0.910187. This is very different from the mean of the first difference data which is          -5.63889. For the time series to be stationary, [image: image8.png]lol <1.



. Since [image: image10.png]gl



 = 0.3553, the series is stationary. The final equation, which will be used to determine the fitted value of Yt, is
 Yt = 1.3553 Yt-1 – 0.3553Yt-2 -5.8676.
ARIMA(2,1,0)
This model satisfies the equation Yt - Yt-1 = φ1(Yt-1 - Yt-2) + φ2(Yt-2 - Yt-3) + θ0 + εt.
	 
	Coefficients
	Standard Error

	Intercept
	-5.055358719
	8.450983295

	X Variable 1
	0.542280102
	0.11027955

	X Variable 2
	-0.356653626
	0.11055762


These give reasonable estimates for φ1, φ2, and θ0 are 0.5423, -0.3567 and -5.0554. Based on these parameter values, the mean of the model, which is calculated as  [image: image12.png]C—e1-91)



 , is     -6.2077. This is much closer to the mean of the first difference data compare with the mean of the ARIMA(1,1,0). For this time series to be stationary the following three criteria need to be met: [image: image14.png]o2



 < 1, φ1 + φ2 < 1, and φ2 - φ1 < 1. Based on the parameter values given above, [image: image16.png]o2



 = 0.3567 < 1, |φ1 + φ2|= 0.1856 < 1, and |φ2 - φ1|= 0.8989 < 1. This implies that the series is stationary. The final equation for this model is 
Yt = 1.5423Yt-1 – 0.8989Yt-2 +0.3567Yt-3 –5.0554.
ARIMA(3,1,0)

This model satisfies the equation 

Yt - Yt-1 = φ1(Yt-1 - Yt-2) + φ2(Yt-2 - Yt-3) + φ3(Yt-3 - Yt-4) + θ0 + εt.
	 
	Coefficients
	Standard Error

	Intercept
	-6.805689093
	8.29347385

	X Variable 1
	0.442323642
	0.12028244

	X Variable 2
	-0.207919638
	0.132348397

	X Variable 3
	-0.28621431
	0.117831336


These give reasonable estimates for φ1, φ2, φ3 and θ0 are 0.4423, -0.2079, -0.2862, and     -6.8057. Based on these parameter values, the mean of the model, which is calculated as  [image: image18.png]C—e1-91)



 , is -6.470. The mean of ARIMA(2,1,0) is much closer to the mean of the first difference data compare with the mean of the ARIMA(3,1,0). For this time series to be stationary it is necessary for the following criteria to be met: [image: image20.png]s



 < 1 and |φ1 + φ2 + φ3 |< 1. For this model, [image: image22.png]s



 = 0.4423 < 1 and |φ1 + φ2 + φ3 |= 0.0518 < 1. The final equation for the ARIMA(3,1,0) model is Yt = 1.4423Yt-1 – 0.6502Yt-2 – 0.0783Yt-3 + 0.2862Yt-4 – 6.8057.
Model Diagnostics

	 
	ARIMA(1,1,0)
	ARIMA(2,1,0)
	ARIMA(3,1,0)

	R2
	0.133434007
	0.283048462
	0.334751123

	Adjusted R2
	0.12087508
	0.261646923
	0.304047329

	Chi-Square
	73.2789324
	73.2789324
	73.2789324

	Box-Pierce
	52.75852
	33.486745
	28.559158

	Durbin-Watson
	1.574061
	2.153717
	1.987655



As mentioned above, of the three autoregressive models, the ARIMA(2,1,0) model has a mean closest to the mean of the first difference data. Based on this result, the ARIMA(2,1,0) model is the autoregressive model that fits the data the best.

The adjusted R2 is lowest for ARIMA(1,1,0) indicating that this model is a poor fit. Of the three ARIMA models, ARIMA(3,1,0) has the highest adjusted R2, thus implying this model is a better fit than the rest, although it is still quite low.
The Durbin-Watson statistic as well as the Box-Pierce Q statistic will also be evaluated to determine which ARIMA models best fits the data. The table below gives the Durbin-Watson statistic, the Box-Pierce Q statistic at lag 60, and the Chi[image: image24.png]


 value at 10% for each ARIMA models. The Durbin-Watson statistic (DWS) for each of the ARIMA models is reasonably close to two. Of the three models, though, the ARIMA(3,1,0) model has a DWS value nearest to two. This implies that the ARIMA(3,1,0) model is the best. In view of the Box-Pierce Q statistic at lag 60, all models have a value that is significantly below the Chi[image: image26.png]


 value at 10%. The ARIMA(3,1,0) model has the lowest Q statistics, so based on this statistic the ARIMA(3,1,0) model is the best. 

Shown below is a graph of the England and Wales Sheep Population from 1867 to 1939 as well as the fitted values for those years from the ARIMA models. Based on the graph, all of the models closely fits each other, thus I am going to rely on the statistical analysis to make my decision.
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Conclusion

Given the low adjusted R2 of each model, I believe this is not the actual process underlying sheep population. It is likely that determining the actual process would require more complex methods. However, if I were to choose between the ARIMA models, I would choose ARIMA(3,1,0) because it has the highest adjusted R2, Durbin-Watson statistic closest to 2 and lowest Box-Pierce Q statistic. In conclusion, based on the statistical test conducted, ARIMA(3,1,0) is the best.
