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Time Series Student Project

June 23, 2011
Introduction

This project analyzes some statistics related to the winning race time for the Tour de France for the years 1903 through 2006.  Because the distance of the race has changed substantially over time, average speed of the winner, instead of winning race time will be investigated for predictiveness using ARIMA models.
Data

The data used herein was obtained from: http://bikeraceinfo.com/tdf/tdfindex.html.
This data can be found on the “Data” tab of the attached excel.  As mentioned above, because the distance of the race has varied considerably over time, it makes more sense to analyze winning average speed.  Note that for 1915 – 1918 and 1940 – 1946 the Tour de France was cancelled due to war, and these years have been omitted.
Data Analysis
Winning average speed starting in 2003 is plotted in Figure 1.
[image: image1.emf]kmph

20.00

25.00

30.00

35.00

40.00

45.00

1903190919191925193119371950195619621968197419801986199219982004

Year

Winning Average Speed 

(kmph)


Figure 1.  Tour de France winning average speeds
With the exception of the first few years, the average speed has an increasing trend.
Next our autocorrelation function was calculated for the average speed.  The correlogram is shown in Figure 2.
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Figure 2.  Sample autocorrelation function of raw data
A stationary process has an autocorrelation that rapidly drops to zero as lag k increases, then stays around zero with random fluctuations.  Examining the correlogram, average speed does not appear to be a stationary process and so, we will need to examine transformation of the data if we would like to fit it using ARIMA models.
The correlograms for first and second differences are shown below.
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Figure 3.  Sample autocorrelation function of first-difference data
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Figure 4.  Sample autocorrelation function of second-difference data

Because the first-difference and second difference data oscillates rapidly above and below zero, with very few lags that exceed +-2/√n, it is reasonable to assume that these data sets are stationary and can be modeled using ARIMA models.
Furthermore, because only the first lag from each difference exceeds +-2/√n, from the correlogram, it is reasonable that MA(1) would be a good model for these time series.  We can also try fitting AR models, although, the correlogram is not characteristic of a purely autoregressive model.  
Additionally, to begin the modeling process, the plots of Yt-1 and Yt-2 vs Yt are shown below for first and second differences (note that Yt is used to describe the tth observation of the time series for both first and second differences).
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Figure 5.  Plots of Yt-1 and Yt-2 versus Yt for first differences time series.
For first differences Yt and Yt-1 do not appear to be very correlated, however there may be some negative correlation.  Yt and Yt-2 do not appear to be correlated.  This supports the hypothesis above that an MA(1) model may be appropriate for the time series.  For the second differences time series, the negative correlation between Yt and Yt-1 is more pronounced, while Yt-2 and Yt appear to be uncorrelated.
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Figure 6.  Plots of Yt-1 and Yt-2 versus Yt for second differences time series.
Model Specification

Regressions were run using 8 models.  An add-in from http://www.web-reg.de/corr_addin.html was used to fit ARMA models.  The results are shown below:
	Model
	ARIMA(0,1,1)
	ARIMA(1,1,0)
	ARIMA(1,1,1)
	ARIMA(0,2,1)
	ARIMA(1,2,0)
	ARIMA(1,2,1)
	ARIMA(2,2,1)
	ARIMA(3,2,1)

	
	
	
	
	
	
	
	
	

	Observations
	92
	91
	91
	91
	90
	90
	89
	88

	
	
	
	
	
	
	
	
	

	Coefficients
	 
	 
	 
	 
	 
	 
	 
	 

	
	             0.17 
	              0.17 
	            0.17 
	              (0.00)
	             (0.01)
	            (0.00)
	             (0.00)
	             0.00 

	theta1
	 N/A 
	             (0.24)
	            0.75 
	 N/A 
	             (0.55)
	            (0.23)
	             (0.26)
	            (0.22)

	phi1
	 N/A 
	 N/A 
	 N/A 
	 N/A 
	 N/A 
	 N/A 
	             (0.18)
	            (0.19)

	phi2
	 N/A 
	 N/A 
	 N/A 
	 N/A 
	 N/A 
	 N/A 
	 N/A 
	             0.04 

	phi3
	            (0.31)
	 N/A 
	           (0.98)
	              (0.98)
	 N/A 
	            (0.98)
	             (0.98)
	            (0.98)

	
	
	
	
	
	
	
	
	

	Statistics
	 
	 
	 
	 
	 
	 
	 
	 

	R-squared
	             0.07 
	              0.06 
	            0.10 
	               0.58 
	              0.30 
	             0.61 
	              0.61 
	             0.62 

	Adjusted R-squared
	             0.06 
	              0.05 
	            0.08 
	               0.58 
	              0.29 
	             0.60 
	              0.60 
	             0.60 

	S.E. of regression
	             1.37 
	              1.39 
	            1.36 
	               1.45 
	              1.87 
	             1.41 
	              1.40 
	             1.36 

	Durbin-Watson stat
	             1.94 
	              2.05 
	            2.15 
	               2.42 
	              2.48 
	             2.03 
	              1.83 
	             2.00 

	Box Pierce Q Statistic
	
	
	
	           368 
	
	           12 
	            10.00 
	             8 

	Chi - Squared
	 
	 
	 
	        4,666 
	 
	           51
	            51
	           51 


Table 1.  Summary statistics for ARIMA models fitted to time series data.
All of the ARIMA models that were tested have the following form:
Modeled Equations for ARIMA(p, d, q)
Yt = δ + phi1*Yt-1 + phi2*Yt-2 + phi3*Yt-3 + phi1*Yt-1 + - theta1*
where each coefficient can be found in Table 1 and Yt stands for the original time series in the case of d = 0, and for the time series of first and second differences for d = 1 and d = 2, respectively.
Upon initial inspection of the statistics, the best fitting models are of the form ARIMA(p, 2, 1).  They have significantly higher R-squared than those fit to the time series of first differences (R-squared of roughly 0.6 as opposed to 0.1) and those models which do not include an MA(1) component.  
For all four models of this form, the Box-Pierce Q statistic at 40 lags is well below the Chi-Squared statistic at 10% significance, indicating that the residuals follow a white-noise process.

The Durbin-Watson statistic tests for serial correlation in the residuals.  The closer the statistic is to two, indicates a model where the residuals are not correlated (a desirable characteristic for a good fitting model.)  Based on this test, ARIMA(1,2,1) and ARIMA(3,2,1) appear to be the best fitting models.
Conclusion
If I had to select one of the models I tested in order to model the Tour de France average winning speed for future years, I would use the ARIMA(1,2,1) model.  This model has one of the highest R-squared values of all the models tested and a Durbin-Watson statistic close to 2.  ARIMA(3,2,1) has similar statistics, but does not give us a lot of benefit over the ARIMA(1,2,1) model, and is likely over-fitting our data.

Ultimately, the R-squared for the ARIMA(1,2,1) model is relatively low in the world of well fitting models, and is probably not the best model to use for predicting average speed.  However, looking at the graph of the actuals versus model predicted values in Figure 7, our model appears to fit the data decently.
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Figure 7. ARIMA(1,2,1) modeled data vs. actual data (time series of second differences)
