Time Series Project – Summer 2011

Natural Gas Prices

Introduction
It is usually the assumption that the price of utilities rises over time. I was curious how this general principle applies to Wellhead natural gas prices in the United States. A Wellhead price is the price of natural gas charged by the producer. To accomplish this time series, I am going to look at monthly gas prices from 1976 to 2011.
Data 

The following is the link I used for my data: http://www.eia.gov/dnav/ng/hist/n9190us3m.htm. The monthly data starts at January 1976 and stops at March 2011. 
Model Specification
Below is the price of natural gas by month, where the 1 represents January 1976. The graph ends at March 2011. There does not seem to be a trend or any seasonality. It does look like there are periods where the price steadily increases, but random spikes in prices seem to dilute any strong conclusions.
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At first glance of the above graph, I would not say this graph is stationary. To be certain, I made

a correlogram of the prices using: [image: image3.png]


 for k =1, 2, …
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After reviewing the graph, I would not conclude that this is a stationary process. The lag does not reach zero until lag 101. Then, it fluctuates in the negative region for a while before floating around zero by lag 400. I will now make first differences to see if I can get a stationary process.
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This process is starting to look stationary. Although there are random fluctuations in later lags, it definitely has a mean value around zero. Below is the correlogram:
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Although the lag does not go to zero in the first few periods, it starts to slowly oscillate in decreasing amounts. We are going to assume that this is a stationary process, so we will test AR(1) and AR(2) models.
Although not included, the differences of logs were not satisfactory; it did not improve the data, so it was a case of over differencing. We are going to assume that this is a stationary process, so we will test AR(1) and AR(2) against the first differences model.
Model Parameterization
For the AR(1) model, I used Yule-Walker Equations (Method of Moments) to solve for the parameters of the model, and I arrived at Φ=0.144. This meets our criteria of | Φ|<1
For the AR(1) model, this would be Yt = 0.144Yt-1 + et
This gave the following one-period ahead forecast:
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Notice how this mimics the actual first differences pretty well.
For the AR(2) model, again using the method of moments, I was able to obtain an estimate of Φ1=0.164 and Φ2=-0.133. This meets our three criteria:

Φ1+ Φ2<1, Φ2- Φ1<1, | Φ2|<1
This gave Yt = 0.164Yt-1 -0.133Yt-2 + et. 

This gave the following forecast:
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Notice that there are much smaller fluctuations in later periods compared to the AR(1). Thus, the AR(2) does not capture the larger fluctuations at later lags.
Model Diagnostics

After performing the Box-Pierce and Box-Ljung tests, I would conclude that there is no evidence to reject either model.  Because there were so many observations, it’s a good check to make sure that the Box-Pierce and Box-Ljung statistics are similar, which they are.
	Model
	AR(1)
	AR(2)

	Box-Pierce Q
	8.96
	14.54

	Box-Ljung
	9.02
	14.66

	Chi-Sqaure (1%)
	357
	356.5

	Degrees of Freedom
	422
	421


Conclusion
In conclusion, the AR(1) model is not a perfect fit, but it does a better job of predicting the time series for Wellhead Natural Gas prices than the AR(2) model does. This is because the forecast is much more accurate in capturing fluctuations in first differences. A more detailed time series is needed to capture the random fluctuations in gas prices, especially at later lags.
