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Regression Analysis Project: Candy Bars and Calories

Introduction and Data
Note: In this paper, I will use “x variable model” to indicate x-1 explanatory variables and 1 response variable. I will use “v explanatory variable” to indicate v number of explanatory variables.

I was interested in what types of nutritional facts are most indicative of the caloric intake in a candy bar. Thus, I traveled to my local gas station, and I jotted down some nutritional facts (and got some weird looks) from its candy section. All this data could easily be verified using a simple Google search.
	Candy
	Calories
	Total Fat (g)
	Cholesterol (mg)
	Sodium (mg)
	Carbs(g)
	Sugars (g)

	Snickers
	271
	14
	7
	140
	35
	29

	Twix
	286
	14
	4
	113
	37
	28

	Milky Way
	262
	10
	5
	97
	41
	35

	Kit-Kat
	286
	15
	5
	35
	35
	30

	Almost Joy
	218
	14
	4
	16
	23
	21

	Mounds
	258
	14
	1
	77
	31
	24

	Hersheys
	210
	13
	10
	35
	26
	24

	5th Avenue
	270
	13
	3
	126
	35
	26

	M&Ms
	236
	10
	7
	29
	34
	31

	Heath
	207
	12
	7
	96
	25
	23


The explanatory variables: Total fat, cholesterol, sodium, carbs, sugars.

The response variable: Calories
Multi-Collinearity
I decided to look into collinearity first because correlation among explanatory variables is pretty important in determining the quality of a least squares fit. Here are my results:

	
	Total Fat (g)
	Cholesterol (mg)
	Sodium (mg)
	Carbs(g)
	Sugars (g)

	Total Fat (g)
	 
	0.087587738
	0.000700133
	0.05819
	0.229408

	Cholesterol (mg)
	 
	 
	0.043520667
	0.06025
	0.006188

	Sodium (mg)
	 
	 
	 
	0.23946
	0.046583

	Carbs(g)
	 
	 
	 
	 
	0.797386

	Sugars (g)
	 
	 
	 
	 
	 


It seems that sugars and carbs are the most correlated at 0.797. Carbs and sodium come in second at 0.239. Both of these correlations will be kept in mind as the analysis is continued. Because I have no knowledge of nutrition, I’m not going to even try to use intuition to start eliminating variables based on correlation alone.

Model #1: All 5  Explanatory Variables

After running regression with all the variables, I obtained these results:
	
	
	

	Regression Statistics
	

	Multiple R
	0.994056396
	

	R Square
	0.988148118
	

	Adjusted R Square
	0.973333266
	

	Standard Error
	4.96160698
	

	Observations
	10
	


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-13.80717857
	26.08054141
	-0.529405366
	0.624543262

	Total Fat (g)
	9.055534453
	1.3074204
	6.926260636
	0.002280819

	Cholesterol (mg)
	-1.55808698
	1.060025106
	-1.469858565
	0.21554289

	Sodium (mg)
	-0.009767503
	0.061199835
	-0.159600155
	0.880930879

	Carbs(g)
	4.772434729
	1.511978791
	3.156416452
	0.034301873

	Sugars (g)
	0.100460667
	1.939596484
	0.051794622
	0.961175729


Based on these results, we see that these five explanatory variables do a good job of predicting the calories; our R Square = .988.Sugars have a very high p-value, and it is far from significant. I will remove sugars and now try a new model.

Model # 2 – Total Fat, Cholesterol, Sodium, Carbs
	Regression Statistics

	Multiple R
	0.994052

	R Square
	0.98814

	Adjusted R Square
	0.978652

	Standard Error
	4.439284

	Observations
	10


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-13.0791
	19.65581
	-0.66541
	0.53525

	Total Fat (g)
	9.01703
	0.962273
	9.37055
	0.000233

	Cholesterol (mg)
	-1.51807
	0.649426
	-2.33756
	0.066582

	Sodium (mg)
	-0.01202
	0.03857
	-0.31158
	0.767935

	Carbs(g)
	4.848552
	0.318034
	15.24538
	2.2E-05


Once again, our R Square value is very high (0.994), so we can conclude that this is still a good predictor for calories. However, the p-value of sodium is significantly higher and the least significant at 0.768, so I will remove it and try a regression with three variables.
Model #3 – Total Fat, Cholesterol, Carbs
	Regression Statistics

	Multiple R
	0.993936566

	R Square
	0.987909898

	Adjusted R Square
	0.981864847

	Standard Error
	4.091646032

	Observations
	10


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-11.96839802
	17.81611851
	-0.671773597
	0.526733009

	Total Fat (g)
	8.974307422
	0.877867947
	10.2228444
	5.10725E-05

	Cholesterol (mg)
	-1.509152911
	0.597987944
	-2.523717954
	0.045060254

	Carbs(g)
	4.801190767
	0.257480205
	18.6468345
	1.5352E-06


Once again, our R Square value is very high (0.994), so we can conclude that this is still a good predictor for calories. The p-values are starting to become more significant on average, and so are the t-values. I am going to remove cholesterol from my model simply because it has a higher p-value (0.045), which is consistent with my previous methodology.

Model #4 – Fat and Carbs

	Regression Statistics

	Multiple R
	0.987459

	R Square
	0.975076

	Adjusted R Square
	0.967955

	Standard Error
	5.438999

	Observations
	10


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-37.9083
	19.34421
	-1.95967
	0.090864

	Total Fat (g)
	9.810703
	1.080591
	9.079012
	4.03E-05

	Carbs(g)
	5.023298
	0.321652
	15.61716
	1.07E-06


The three-variable model with fat and carbs looks really good. Both have a significant p-value and t-stat. Also, the R Square is 0.975, indicating a good fit. For completeness, I will evaluate the R Square of the two-variable models: Fat vs. Calories and Carbs vs. Calories.

Model #5- Fat only

	Regression Statistics

	Multiple R
	0.326597

	R Square
	0.106666

	Adjusted R Square
	-0.005

	Standard Error
	30.45935

	Observations
	10


Here, we see that the R Square value is really low (0.107), so can disregard this model.

Model #6 – Carbs only

	Regression Statistics

	Multiple R
	0.82558

	R Square
	0.681583

	Adjusted R Square
	0.641781

	Standard Error
	18.18494

	Observations
	10


Like model #5, the R Square is significantly lower than the three-variable model (Model #4), so we can disregard this model.

Conclusion
Based on the above analysis, the three-variable model is the best: The regression of Calories on Total Fat and Carbs. Weeding the model down to two variables completely ruins the R Square; using 3, 4, or 5 explanatory variables is sufficient, but the model is just as accurate with 2 explanatory variables; thus, it’s better to use a simpler model when possible.
