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Food Energy in Soups
Introduction
This student project intends to analyze the relationship between food energy and the main ingredients in various soups.  Food energy is the amount of energy obtained from food through cellular respiration and it expressed in food calories.  There are several nutrients which influence the amount of food energy in soups, including fat, sodium, carbohydrates, protein and fiber.  This project will use regression analysis to determine the specific nutrients that contribute to the amount of food energy in soups.  By evaluating various regression models, the most suitable number of explanatory variables will be determined.  

Data

The data for this project was collected from the following website: http://www.nutritionsheet.com/group/soups.  This data can be found on the ‘Data – Full Model’ tab in the excel document.

	
	
	
	
	
	
	
	


Analysis
The equation for the full model is as follows:

Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6, where
Y = Energy, in calories
α = Intercept

βs = least squares coefficients

X1 = Fat, in grams
X2 = Sodium, in grams
X3 = Carbohydrates, in grams
X4 = Fiber, in grams
X5 = Sugar, in grams

X6 = Protein, in grams

Hypothesis:

The null hypothesis is that all least squares coefficients are zero:

β1 = β2= β3 = β4 = β5 = 0
Six-Variable Regression Model (Full Model)
The following statistics were obtained from the six-variable model:

	Regression Statistics

	

	Multiple R
	0.995075028

	R Square
	0.990174311

	Adjusted R Square
	0.986706421

	Standard Error
	6.892058008

	Observations
	24


	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	6
	81375.82545
	13562.63758
	285.5264255

	Residual
	17
	807.5078809
	47.50046358
	

	Total
	23
	82183.33333
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	16.7254148
	8.9804342
	1.8624283
	0.0799181

	Total Fat (g)
	8.7968798
	0.3382576
	26.0064486
	0.0000000

	Sodium (g)
	-23.2914819
	8.8686052
	-2.6262847
	0.0176904

	Carbs (g)
	3.7815104
	0.3052053
	12.3900535
	0.0000000

	Dietary Fiber (g)
	2.4711055
	1.3723768
	1.8006028
	0.0895336

	Sugars (g)
	-1.3392555
	1.2156332
	-1.1016938
	0.2859489

	Protein (g)
	5.1604616
	0.6536253
	7.8951374
	0.0000004


Therefore, the full model has the equation:

Y = 16.725 + 8.7969X1 – 23.2915X2 + 3.7815X3 + 2.4711X4 – 1.3393X5 + 5.1605X6 
The R2 of the initial full model is 99.02%, which means that 99.02% of the variation of Y about Y bar is explained by the 6 regression variables.  This shows that the initial model is appropriate for determining the food energy and calories based on nutritional values.  By examining the explanatory variables, it can be seen that sugars has the highest p-value at 0.28595.  The high p-value indicates that sugar may not be a good explanatory variable.  The next step in our analysis is to remove sugar to determine the best fit model. 
Five-Variable Regression Model
The following statistics were obtained from the five variable regression model:
	Regression Statistics

	Multiple R
	0.994722473

	R Square
	0.989472798

	Adjusted R Square
	0.986548575

	Standard Error
	6.932854861

	Observations
	24


	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	5
	81318.17276
	16263.63455
	338.371199

	Residual
	18
	865.1605775
	48.06447653
	

	Total
	23
	82183.33333
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	11.5181182
	7.6811142
	1.4995374
	0.1510694

	Total Fat (g)
	8.8713685
	0.3333932
	26.6093275
	0.0000000

	Sodium (g)
	-20.9438774
	8.6597569
	-2.4185295
	0.0264021

	Carbs (g)
	3.7137104
	0.3007059
	12.3499768
	0.0000000

	Dietary Fiber (g)
	1.6203562
	1.1412178
	1.4198483
	0.1727400

	Protein (g)
	5.3833992
	0.6251908
	8.6108106
	0.0000001


Therefore, the five-variable model has the equation:
Y = 11.5181 + 8.8714X1 -20.9439X2 + 3.7137X3 + 1.6204X4 + 5.3834X5
Removing the explanatory variable sugar had little impact on the R2. The R2 remained high at 98.95% compared to the full model at 99.02%.  The standard error on the five-variable model (6.9329) slightly increased from the six-variable model (6.8921). Furthermore, the F-Test of five-variable model is higher at 338.37 than the full model at 285.63. This indicates that the five-variable model is a better model than the full model. 
By analyzing the five-variable model, it can be seen that dietary fiber has the least predictive power compare with the other variables. The t statistic is low and the P-value is the highest. Thus, the next step in our analysis is to remove fiber to determine the best fit model.
Four-Variable Regression Model
The following statistics were obtained from the four-variable regression model:

	Regression Statistics

	Multiple R
	0.994129654

	R Square
	0.988293769

	Adjusted R Square
	0.985829299

	Standard Error
	7.115798169

	Observations
	24


	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	4
	81221.27625
	20305.31906
	401.0168076

	Residual
	19
	962.0570879
	50.63458358
	

	Total
	23
	82183.33333
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	8.6369872
	7.6037219
	1.1358894
	0.2701282

	Total Fat (g)
	8.7950297
	0.3377117
	26.0430118
	0.0000000

	Sodium (g)
	-19.9958308
	8.8618090
	-2.2564051
	0.0360210

	Carbs (g)
	3.9174093
	0.2712496
	14.4420842
	0.0000000

	Protein (g)
	5.8162722
	0.5602199
	10.3821237
	0.0000000


Therefore, the four-variable model has the equation:
Y = 8.6369 + 8.7950X1 – 19.9958X2 + 3.9174X3 + 5.8162X4
Removing the explanatory variable fiber had little impact on the R2. The R2 remained high at 98.83% compared to the full model at 99.02% and the five-variable model at 98.95%.  Since the change in R2 is not significant, the model is still a good fit.  Furthermore, the standard deviation of the four-variable model (7.1158) slightly increased from the five-variable model (6.9329). Furthermore, the F-statistics of the four-variable model is higher at 401.07 than the five-variable model at 338.37. This indicates that the four-variable model is a better model than the five-variable model. 
By analyzing the four-variable model, it can be seen that sodium has the least predictive power compare with the other variables. The t statistic is the lowest and the P-value is the highest. Thus, the next step in our analysis is to remove sodium to determine the best fit model.
Three-Variable Regression Model
The following statistics were obtained from the three-variable regression model:
	Regression Statistics

	Multiple R
	0.992550699

	R Square
	0.985156891

	Adjusted R Square
	0.982930425

	Standard Error
	7.809789296

	Observations
	24


	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	3
	80963.47716
	26987.82572
	442.4755348

	Residual
	20
	1219.856177
	60.99280885
	

	Total
	23
	82183.33333
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-5.19727327
	4.93596351
	-1.05293997
	0.30492422

	Total Fat (g)
	8.67915138
	0.36633747
	23.69168349
	0.00000000

	Carbs (g)
	3.84630224
	0.29568812
	13.00797037
	0.00000000

	Protein (g)
	5.68177365
	0.61136684
	9.29355879
	0.00000001


Therefore, the three-variable model has the equation:
Y = -5.1973 + 8.6792X1 + 3.8463X2 + 5.6818X3
Removing the explanatory variable sodium had little impact on the R2. The R2 remained high at 98.52% compared to the full model at 99.02% and the five-variable model at 98.95% and the four-variable model at 98.83%.  Since the change in R2 is not significant, the model is still a good fit.  Furthermore, the standard error of the three-variable model (7.8098) increased from the four-variable model (7.1158). Furthermore, the F-statistic of the three-variable model is higher at 442.48 than the four-variable model at 401.02. This indicates that the three-variable model is a better model than the four-variable model. 
By analyzing the three-variable model, it can be seen that protein has the least predictive power compare with the other variables. The t statistic is the lowest and the P-value is the highest. Thus, the next step in our analysis is to remove protein to determine the best fit model.
Two-Variable Regression Model
The following statistics were obtained from the two-variable regression model:
	Regression Statistics

	Multiple R
	0.959717016

	R Square
	0.92105675

	Adjusted R Square
	0.913538346

	Standard Error
	17.57679667

	Observations
	24


	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	2
	75695.51393
	37847.75696
	122.506939

	Residual
	21
	6487.819406
	308.9437813
	

	Total
	23
	82183.33333
	 
	 


	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-3.82660481
	11.10397295
	-0.344615827
	0.733810541

	Total Fat (g)
	9.719235792
	0.785067385
	12.38012937
	4.08808E-11

	Carbs (g)
	5.48909433
	0.533470651
	10.28940266
	1.17287E-09


Therefore, the two-variable model has the equation:
Y = -3.8266 + 9.7192X1 + 5.4891X2
After eliminating protein variable, the R2 is still relatively high at 92.11%, but the standard error is much greater at 17.5768 than the previous models. Additionally, the F-statistic decreased significantly to 122.51.  Based on these statistics, the two-variable regression model is not the best fit.
Conclusion

Our regression analysis started with a six-variable model, consisting of the following variables:

· Fat

· Sodium

· Carbohydrates

· Fiber

· Sugar

· Protein

Based on our analysis, the best equation was determined to be the three-variable regression model, consisting of the following variables:

· Fat

· Carbohydrates

· Protein

According to our statistics from above, the three-variable regression model is:

Y = -5.1973 + 8.6792X1 + 3.8463X2 + 5.6818X3, where
Y = Energy, in calories

X1 = Fat, in grams

X2 = Carbohydrates, in grams

X3 = Protein, in grams


Based on the regression analysis, the third model has the best statistical data. The R2 is high at 98.52%, the p-values are all very close to zero and the F-statistic is high at 442.48.  Therefore, the null hypothesis can be rejected. 
This model indicates that fat, carbohydrate and protein contribute to the food calories count in soups, with fat contributing the highest amount of food energy per gram at 8.6792.  
