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Historical Interest Rates on Car Loans

Introduction

Car loan interest rates are an interesting case of competition of rates trumping the trend of treasuries. For example, the average length of a car loan has been increasing over time. However, the risk spread (charge over treasuries) has actually been decreasing. For example, in January 1990, the average car interest rate was 443 basis points higher than the 5-Year US Treasury. At the time the average maturity of car loan was 55 months, so this is a reasonable proxy. However, as of December 2009 the average maturity was 64 months (longer than the 5-Year Treasury) yet the average loan was actually 33 basis points lower than the 5-Year Treasury. Clearly there is something interesting going on that is causing a perceived difference in the risk premium associated with these rates. 
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The biggest driver is most likely competition, particularly with the prevalence of Car Dealerships providing loans. They have incentive to provide very low rates in order to keep car sales high. The focus of this paper is to address the trend due to time, and not investigate other variables that might be causing this trend. The attempt will be to model car loan interest rates using an ARIMA model. 

Data

The data used was the historical loan interest rates for new car purchases. The data used was monthly available data from January 1990 – January 2011. This particular range was chosen since it was a range where the time to maturity was fairly consistent ranging between 51 and 65 months. Outside this range, the maturity can be as low as 34 months. By trying to keep the months to maturity as close 5 years, it seems on the surface to be removing one point of variation of the data. The data can be found online at the Federal Reserve website: http://www.federalreserve.gov/releases/g19/hist/cc_hist_tc.html. Analysis was summarized and analyzed using Microsoft Excel and it’s built in Data Analysis Tool.

Model Specification

We can discern some information about this series from the graph above. What we see is that there is a decreasing trend (which is consistent with the trend of the 5-Year Treasury). There are also some cyclical trends, which also mirror the trend of the Treasury yield. Mostly like cause of this trend is raising of rates to combat inflation and lowering of rates to combat economic slowdowns. Given the frequency of the data, it is hard to observe any outlying data points. Since the data is monthly, changes from month to month are generally smooth. To begin to fit our ARIMA model, we will first test to see if there is statistical evidence to suggest the model is stationary. To do this, we will investigate the autocorrelation function underlying the data, which defines the correlation between nearby points. 

Autocorrelation

The autocorrelation function determines correlation between model points, using a lag of k years. Below is the chart of the autocorrelation function underlying this data:
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What we observe from this graph is that correlation is strong at low number of lag years, and then quickly decreases to zero. At approximately 82 months the correlation becomes negative, and then quickly converges back to zero. Since the autocorrelation quickly approaches zero, that implies the model is most likely not autoregressive. We will test this by calculating the Durban-Watson Statistic which tests for serial correlation among the residuals of a fitted autoregressive mode, AR(1). The DW Statistic is calculated on the Microsoft Excel spreadsheet, and the value is 1.876. At this value, we cannot reject the null hypothesis that the residuals are not a white noise process. Since this test is not sufficient for lagged regression, we perform a Box-Pierce Q-Statistic (BPQS). The value of the BPQS is 126.4, and at that level we cannot reject the null hypothesis that the autocorrelation coefficient is 0. Next, we will test if the function is stationary. 

Model Parameterization

ARIMA(1,1,0)

The ARIMA(1,1,0) model satisfies the equation:

Ŷ(t) – Y(t-1) =  φ (Y(t-1) – Y(t-2)) + θ + ε, where

φ = coefficient of autoregressive with lag 1,

θ = mean of stationary process, and

ε = white noise process with mean 0 

The model was tested using Microsoft Excel Data Analysis which produced the following results:
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Multiple R 0.96728

R Square 0.93564

Adjusted R Square 0.93538

Standard Error 0.73220

Observations 252


[image: image5.emf]CoefficientsStandard Error t Stat P-value

Intercept 0.24345 0.12368 1.96847 0.05012

X 0.96179 0.01595 60.283496.28E-151


From the above chart, we see that both the constant and autoregressive coefficients are significant at the 90% level. The constant however just misses significance at the 95% level. The autoregressive component is very significant, with a p-value of 6.28E-151. The mean of this model is θ/(1-φ) = 6.37%, The model is stationary, since |φ|<1. The R-squared value of this model is .936, which means 93.6% of the observations are accounted for by this model. We will test a second factor of auto-regression.

ARIMA(2,1,0)

The ARIMA(2,1,0) model satisfies the equation:

Ŷ(t) – Y(t-1) =  φ1 (Y(t-1) – Y(t-2)) + φ2 (Y(t-2) – Y(t-3)) + θ + ε, where

φ1 = coefficient of autoregressive with lag 1,

φ2 = coefficient of autoregressive with lag 2,

θ = mean of stationary process, and

ε = white noise process with mean 0 

The model was tested using Microsoft Excel Data Analysis which produced the following results:
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Multiple R 0.9669

R Square 0.9350

Adjusted R Square 0.9345

Standard Error 0.7334

Observations 251
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Intercept 0.26220 0.12519 2.09436 0.03724

X_1 1.02346 0.06335 16.15490 0.00000

X_2 -0.06415 0.06301 -1.01814 0.30961


From the above chart, we see that both the constant and autoregressive coefficient of lag 1 are significant at the 95% level. However, the coefficient of lag 2 is not significant at the 90% level. Also reviewing the Adjusted R-square value, we have a value of .9345. This is lower than that in the .9354 in the previous model. Since the Adjusted R-square value dropped when we added a variable, it demonstrates that it is no more significant than random chance. This model is similarly stationary. Based on this analysis, the ARIMA(1,1,0) is the better choice of models. 

Conclusion

Based on the above analysis, the best model is the ARIMA(1,1,0) with parameters:

Ŷ(t) – Y(t-1) =  .9618 * (Y(t-1) – Y(t-2)) + .2434 + ε

This model produces the following fit, which fits extremely well:
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This model produces a statistically significant value of coefficients, and a high Adjusted R-square statistic. 
� EMBED opendocument.ChartDocument.1 ���





� EMBED opendocument.ChartDocument.1 ���





� EMBED Microsoft Excel 97-Tabelle ���





� EMBED Microsoft Excel 97-Tabelle ���





� EMBED Microsoft Excel 97-Tabelle ���





� EMBED Microsoft Excel 97-Tabelle ���








_186537336.unknown

_195061112.xls
ARIMA(1,1,0) Test

		

				Coefficients		Standard Error		t Stat		P-value

		Intercept		0.24345		0.12368		1.96847		0.05012

		X		0.96179		0.01595		60.28349		6.28E-151



&C&"Arial,Normal"&10&A

&C&"Arial,Normal"&10Page &P




_204156880.xls
ARIMA(2,1,0) Test

		

		Regression Statistics

		Multiple R		0.9669

		R Square		0.9350

		Adjusted R Square		0.9345

		Standard Error		0.7334

		Observations		251



&C&"Arial,Normal"&10&A

&C&"Arial,Normal"&10Page &P




_205769848.xls
ARIMA(2,1,0) Test

		

				Coefficients		Standard Error		t Stat		P-value

		Intercept		0.26220		0.12519		2.09436		0.03724

		X_1		1.02346		0.06335		16.15490		0.00000

		X_2		-0.06415		0.06301		-1.01814		0.30961



&C&"Arial,Normal"&10&A

&C&"Arial,Normal"&10Page &P




_189865736.unknown

_175180024.xls
ARIMA(1,1,0) Test

		

		Regression Statistics

		Multiple R		0.96728

		R Square		0.93564

		Adjusted R Square		0.93538

		Standard Error		0.73220

		Observations		252



&C&"Arial,Normal"&10&A

&C&"Arial,Normal"&10Page &P




