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Introduction

Gun laws and regulations seem to be at the fore front of politics.  The main concern for politicians and citizens alike is that the availability of firearms would increase the number of firearm homicides. I chose to analyze the rate of firearm homicides in Australia from 1915 to 2004.  I obtained my data from the Wilfrid Laurier University website:   http://www.wlu.ca/docsnpubs_detail.php?grp_id=1418&doc_id=22258.  I will attempt to use the previous years actual to model and predict the rate of firearm homicides in Australia in the future.

Results

The chart below shows the rate of firearm homicides by year from 1915-2004.  I first graphed the rate of firearm homicides by year to determine whether the series was stationary.  Looking at the data it is clear that there are times of decreasing homicides and time of increasing homicides.  To ensure that the data was not stationary I created a correlogram, which plots the sample autocorrelation at different lags. 
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For stationary series, the sample autocorrelation decreases quickly to zero and then oscillates at or near zero as the lag increases. The graph below shows the sample autocorrelations by time lag for the rate of firearm homicides from 2000-2004.  While the data does go to zero it does so after lag 11 and instead of oscillating around zero the sample autocorrelations decrease from lag 12 to 44 and then increase.  It is clear that the series is not stationary and that differencing will be needed.
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The autocorrelation correlograms for the first and second differences are shown below.  Both of the differences quickly drop to zero and then oscillate above and below zero as the lag k increases.  Also, because both have very few lags that lie outside of the ±2/√n it is reasonable to assume that both of these series are stationary. Because more lags lie outside of the 95% confidence level in the second difference and to avoid over differencing the first difference will be used in analyzing the data.
Correlogram of First Differences
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Correlogram of Second Differences
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The sample autocorrelations decay exponentially to zero as the lag increases, implying an autoregressive component. The following ARIMA models will be constructed and evaluated ARIMA(1,1,0), ARIMA(2,1,0) and ARIMA(3,1,0).

Model Fitting
ARIMA(1,1,0)

The equation for this model is Yt-Yt-1 = φYt-1 - Yt-2) + θ0t.
	 
	Coefficients
	Standard Error

	Intercept
	-0.006415624
	0.013617

	X Variable 1
	-0.403502027
	0.098629


The estimates for φ and θ0 are -0.404 and -0.006 respectively. The mean of the model is -.0045, calculated using [image: image6.png]i-e)



, the mean equation for an ARMA(1,1,0) model. The mean of the first difference was 0 which is very close to the mean found here. For the time series to be stationary, [image: image8.png]lol <1.



 I found [image: image10.png]gl



 = 0.006, so it is clear that the series is stationary. 
ARIMA(2,1,0)

The equation for this model is Yt - Yt-1 = φ1(Yt-1 - Yt-2) + φ2(Yt-2 - Yt-3) + θ0 + et.
	 
	Coefficients
	Standard Error

	Intercept
	-0.0071
	0.013559

	X Variable 1
	-.49
	0.107108

	X Variable 2
	-0.20776
	0.106851


The estimates for φ1, φ2, and θ0 are -0.49, -0.20776 and -0.0071 respectively. The mean of the model is -0.00418 calculated using [image: image12.png]C—e1-91)



 , the mean equation for an ARMA(2,1,0) model.  Because this mean is very close to the mean found in the ARMA(1,1,0) model it is again close to the mean of the first differences. For an ARMA(2,1,0) series to be stationary the following three criteria need to be met: 
1. [image: image14.png]o2



 < 1

2. φ1 + φ2 < 1

3. φ2 - φ1 < 1

Using the estimates above, [image: image16.png]o2



 = 0.20776 < 1, |φ1 + φ2|= 0.6977 < 1, and |φ2 - φ1|= 0.2822 < 1, so it is clear the series is stationary.
ARIMA(3,1,0)

The equation for this model is Yt - Yt-1 = φ1(Yt-1 - Yt-2) + φ2(Yt-2 - Yt-3) + φ3(Yt-3 - Yt-4) + θ0 + et.
	 
	Coefficients
	Standard Error

	Intercept
	-0.00901
	0.013318

	X Variable 1
	-0.54534
	0.107019

	X Variable 2
	-0.3361
	0.117185

	X Variable 3
	-0.26451
	0.106759


The estimates for φ1, φ2, φ3 and θ0 are -0.54534, -0.3361, -0.26451, and -0.00901 respectively. The mean of the model is -0.0042 calculated using [image: image18.png]C—e1-91)



, the mean equation for an ARMA(3,1,0) model. For an ARMA(3,1,0) series to be stationary the following two criteria to be met: 
1. [image: image20.png]s



 < 1

2. |φ1 + φ2 + φ3 |< 1

Using the estimates above, [image: image22.png]s



 = 0.26451 < 1 and |φ1 + φ2 + φ3 |= 1.14596 > 1. Only the first condition has been met so the series is not stationary using this model.
Diagnostics
	
	ARMA(1,1,0)
	ARMA(2,1,0)
	ARMA(3,1,0)

	Adjusted R²
	.1613415
	.197642
	.252317

	Durbin-Watson
	2.149324
	2.083813
	1.923028582

	Box Pierce Q
	85.4869
	82.2041
	78.4326

	Chi-Squared
	74.397
	74.397
	74.397


All three models had means close to the mean of the first differences however the ARMA(2,1,0) was the closest which implies that it is the best fit for the data.

The adjusted R2 is lowest for ARIMA(1,1,0) indicating that it is not a good fit for the model. The ARIMA(3,1,0) model has the highest adjusted R2, however the second stationary condition was not met so this model cannot be used. Thus the ARMA(2,1,0) is implied to be the best fit here.
The Durbin-Watson statistic, the Box-Pierce Q statistic at lag 50, and the Chi-squared value at 10% are analyzed next. The Durbin-Watson statistic for all three models is close to 2. The ARIMA(3,1,0) model has a Durbin-Watson value closest to two, indicating that it is the best fit. However, as said before the stationary conditions were not met so the next best fit would be the ARMA(2,1,0).  Looking at the Box Pierce Q statistic all of the models have a value exceeding the Chi-Squared values at 10%. The values are reasonably close, but this test indicates that none of the models are a good fit for the data.
Conclusion
In examining the data I do not believe that I have found the model that best fits the data.  The adjusted R is low for all of models and all models were found to be a poor fit when examining the Box Piece value.  However, of the three choice, I believe that the ARMA(2,1,0) model would be the best choice.  This model has a Durbin-Watson statistic very close to two and has met all of the stationary conditions unlike the ARMA(3,1,0) model.
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