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Poverty Rate for Families in United States

Introduction

The purpose of this project is to build a time series model for the poverty rate for families in United States.  Nowadays, people in United States have better education.  The poverty rate decreased significantly.  In this project, I will use the historical data to determine the fitted time series model.  The fitted time series model can also be used to forecast the future data.  In the following sections, I will show the details on how to build the fitted time series model.
Data

The data of this analysis is based on the poverty rates for families from 1959 to 2009.  I obtained the data from U.S. Census Bureau, http://www.census.gov/hhes/www/poverty/data/historical/families.html.  The poverty rates from 1959 to 2009 are available on the website.  However, I only use the data from 1959 to 1999 to build the fitted time series model and use the fitted model to forecast the poverty rate from 2000 to 2009. 

Data Analysis
The following graph is the poverty rate for families from 1959-1999.
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According to the graph above, the poverty rate was decreased significantly from 1959 to 1966, and it stayed quite steady until 1980.  The poverty rate jumped up to above 12%.  I believe that increase in 1980 because the recession in early 1980s.  Overall, the poverty rates did not have a lot of fluctuations.  The following graph shows the sample autocorrelation of the data.
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From the correlogram of poverty rate, the sample autocorrelation does not get close to zero as lags increase.  It is getting close to zero at lag 18, but it increases above zero at lag 19.  We can see that this is a non-stationary time series.  In order to build a stationary time series, I will determine the first difference and see if the sample autocorrelation of the 1st difference is a stationary process.  The following graphs are the first difference and the sample autocorrelation of the first difference.
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From the graph above, we see that the sample autocorrelation of the 1st difference is getting close to zero and oscillate is also around zero as lags increase.  These indicate that it is stationary process.  The following graph is the sample autocorrelation for the 2nd difference.
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The sample autocorrelation for the 2nd difference seems that it is stationary process.  However, for simplicity purposes, I believe the 1st difference will be appropriate enough for this analysis.  Therefore, I decided to use the 1st difference to build the time series model.

Model Specifications
I want to build an appropriate autoregressive model for this time series.  I used the regression tool in Excel to test four different autoregressive model, AR (1), AR (2), AR (3), and AR (4).  All four autoregressive models and summary of the regression results are listed below.
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	AR(1)
	AR(2)
	AR(3)
	AR(4)

	Adjusted [image: image11.png]



	0.25353
	0.26761
	0.28148
	0.27758

	Durbin-Watson Statistic
	2.17796
	2.05069
	2.10796
	1.97254

	Box-Pierce Q                (at lag28)
	15.32361
	15.83893
	16.16925
	17.18584

	Chi-square @ 10%
	36.74122
	36.74122
	36.74122
	36.74122


To choose an appropriate model for this time series, I will look at four types of information, adjusted[image: image13.png]


, Durbin-Watson Statistic, Box-Pierce Q, and Chi-square at 10% confidence level.  The detail calculations for these results can be found in the attached Excel spreadsheet.  
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 tells how well the model fits to the actual data.  The adjusted [image: image17.png]


 for all four models are quite low.  That tells us these four models are not quite a good fit, but we will pick the model which has better adjusted[image: image19.png]


.  AR (3) and AR (4) both has the highest adjusted[image: image21.png]


.
Box-Pierce Q statistic is to indicate if the residuals follow white-noise process.  The Box-Pierce Q statistics for all four models are well below the Chi-square at 10% level.  That mean their residuals are white-noise process.

Durbin-Watson Statistic is to test the serial correlation among the residuals of the model.  The ideal Durbin-Watson Statistic is 2.  If the Durbin-Watson Statistic is 2, that means no serial correlation among the residuals of the model, and that is one of the important characteristics for a good fitted model.  Therefore, the ideal model is Durbin-Watson Statistic as close to 2 as possible.  From the summary above, the Durbin-Watson Statistics for AR (2) and AR (4) are very close to 2.

Therefore, I believe AR (4) is the most fit autoregressive model for this time series.  It is because AR (4) has higher adjusted R among the other three models.  Also, Box-Pierce Q statistic is well under Chi-square at 10% level, and Durbin-Watson Statistic is very close to 2.  

Model Evaluation
In model specifications section we found AR (4) is the fitted autoregressive model.  I will evaluate the AR (4) model by comparing 40 years data from the model to the actual data.
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The graph shows that the data generated from the model are quite close to the actual data.  Even there are little discrepancies, I believe the AR (4) model is good fitted.

The next step is to use the model to forecast the data from 2000 to 2009, and then compare the data from the model to the actual data.  
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Forecast data are quite close to the actual data and the pattern is similar as well.

Conclusions
In this analysis we found AR (4) is the appropriate time series model for poverty rate of U.S. families.  This model meets all characteristics of being a good fitted time series model.  According to the graph Actual data vs. Model data, we see that the model data and patterns are quite close to the actual data even the forecast data are not quite match the actual data perfectly, but I think it is good enough.  Among those four models AR (1), AR (2), AR (3), and AR (4), I believe that AR (4) is the best fit model.

