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Introduction

As a parent of a child with special medical needs, it is a topic that is constantly on my mind.  I was curious to see if I could find a regression that would explain the incidence of medical needs in children.  Since there are varied forms of special medical needs, there is obviously not one factor that could predict and explain all issues.  I selected explanatory variable that I thought might affect the prevalence of special medical needs in children.
Data

Data is representative of percentage by state and was collected from http://datacenter.kidscount.org 

The explanatory variables that I selected are:


X1- Percent of children immunized at age 2


X2- Percent of preterm births


X3- Percent of children without health insurance


X4- Percent of children in households where the language spoken is not English


X5- Percent of children living in poverty


X6- Percent of children who do not exercise regularly

The selected response variable is 


Y- Percent of children with special healthcare needs

Model 1

This model uses the raw data for all 6 explanatory variables.  The resulting regression line is:
Y= 0.163583 + 0.077111X1 + 0.216121X2 + -0.31072X3 +-0.09042X4 + 0.127409X5 + -0.05693X6
	Regression Statistics
	
	
	

	Multiple R
	0.706043
	
	
	

	R Square
	0.498497
	
	
	

	Adjusted R Square
	0.43163
	
	
	

	Standard Error
	0.020363
	
	
	

	Observations
	52
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	6
	0.018547
	0.003091
	7.455035

	Residual
	45
	0.018659
	0.000415
	

	Total
	51
	0.037206
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.163583
	0.053409
	3.062841
	0.003694

	X Variable 1
	0.077111
	0.055764
	1.382807
	0.173548

	X Variable 2
	0.216121
	0.214748
	1.00639
	0.319609

	X Variable 3
	-0.31072
	0.084246
	-3.68826
	0.000606

	X Variable 4
	-0.09042
	0.023916
	-3.78067
	0.000458

	X Variable 5
	0.127409
	0.07026
	1.813386
	0.076445

	X Variable 6
	-0.05693
	0.072405
	-0.78625
	0.43584


This model has an R squared of .5 which is less than optimal.  Therefore, this model is inadequate in completely explaining the incidence of special medical needs in children.  Since my results are so inconclusive thus far, I will attempt to improve the results by examining the distribution of the data to see if the data is symmetric.
Transformation of Data

I have examined the symmetry of each of the explanatory variables and the response variable.  For each variable, I chose the transformation that brings us closest to symmetry in the data.

	Percent of Children Immunized at Age 2
	 
	 

	 
	
	
	
	
	 

	Transformation
	Lower Hinge
	Upper Hinge
	Median
	Test
	Results

	x
	0.75
	0.788
	0.772
	0.727273
	Negative Skew

	x^2
	0.5625
	0.620944
	0.595984
	0.745431
	Negative Skew

	x^3
	0.421875
	0.489304
	0.4601
	0.764003
	Negative Skew

	x^4
	0.316406
	0.385571
	0.355197
	0.783017
	Negative Skew

	x^10
	0.05631351
	0.09231285
	0.075192
	0.906874
	Negative Skew


	Percent of Preterm Births
	 
	 
	 
	 

	 
	
	
	
	
	 

	Transformation
	Lower Hinge
	Upper Hinge
	Median
	Test
	Results

	x
	0.116
	0.139
	0.1257
	1.371134
	Positive Skew

	x^.5
	0.34058773
	0.37282704
	0.356371
	1.042678
	Positive Skew


	Percent of Children Without Health Insurance
	 
	 

	 
	
	
	
	
	 

	Transformation
	Lower Hinge
	Upper Hinge
	Median
	Test
	Results

	x
	0.07
	0.12
	0.1
	0.666667
	Negative Skew

	x^2
	0.0049
	0.0144
	0.01
	0.862745
	Negative Skew

	x^3
	0.000343
	0.001728
	0.001
	1.108067
	Positive Skew


	Percent of Children Living in Homes that speak a language other than English

	 
	
	
	
	
	 

	Transformation
	Lower Hinge
	Upper Hinge
	Median
	Test
	Results

	x
	0.07
	0.19
	0.12
	1.4
	Positive Skew

	x^.5
	0.26457513
	0.43588989
	0.34641
	1.093416
	Positive Skew

	log10(x)
	-1.154902
	-0.7212464
	-0.92082
	0.85257
	Negative Skew


	Percent of Children Living at the Poverty Level
	 
	 

	 
	
	
	
	
	 

	Transformation
	Lower Hinge
	Upper Hinge
	Median
	Test
	Results

	x
	0.14
	0.21
	0.18
	0.75
	Negative

	x^2
	0.0196
	0.0441
	0.0289
	1.634409
	Positive Skew


	Percent of Children Not Exercising Regularly
	 
	 

	 
	
	
	
	
	 

	Transformation
	Lower Hinge
	Upper Hinge
	Median
	Test
	Results

	x
	0.49
	0.54
	0.52
	0.666667
	Negative Skew

	x^2
	0.2401
	0.3025
	0.2704
	1.059406
	Positive Skew


	Percent of Children Not Exercising Regularly
	 
	 

	 
	
	
	
	
	 

	Transformation
	Lower Hinge
	Upper Hinge
	Median
	Test
	Results

	y
	0.18
	0.22
	0.2
	1
	Symmetric


Model 2

This models uses the transformed data for all 6 explanatory variables.  The data for the 

response variable is symmetric and therefore remains unchanged.

The full regression equation is 

Y= 0.172609+ 0.055103X1 + 0.161179X2 + -5.43452X3 + -0.0849X4 + 0.092369X5 + -0.05125X6
	Regression Statistics
	
	
	
	

	Multiple R
	0.672087
	
	
	
	

	R Square
	0.451701
	
	
	
	

	Adjusted R Square
	0.378594
	
	
	
	

	Standard Error
	0.021292
	
	
	
	

	Observations
	52
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	6
	0.016806
	0.002801
	6.178665
	8.74E-05

	Residual
	45
	0.0204
	0.000453
	
	

	Total
	51
	0.037206
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.172609
	0.056056
	3.07923
	0.003531
	

	X Variable 1
	0.055103
	0.044696
	1.232834
	0.224039
	

	X Variable 2
	0.161179
	0.159814
	1.008538
	0.318589
	

	X Variable 3
	-5.43452
	1.826353
	-2.97561
	0.004691
	

	X Variable 4
	-0.0849
	0.022781
	-3.72665
	0.00054
	

	X Variable 5
	0.092369
	0.067751
	1.36336
	0.179551
	

	X Variable 6
	-0.05125
	0.076272
	-0.67196
	0.505044
	


In this regression, the transformed data has a lower R squared which indicates a decrease in efficiency in our model.  At this point I observed the p values of the explanatory variables in both models to try to produce a regression that would produce a higher R squared.
Model 3

I examined the original model and noted the p values for each explanatory variable.

The p-values are very high for variable 1,2,5 and 6.  I therefore chose to regress only variables 3 and 4.  The transformed data produced similar differences in p-values and since the original data seemed to explain more than the transformed data, I used the raw data in this model.

The regression equation is 

Y= 0.237452+ -0.30226X1 + -0.05389X2 

	Regression Statistics
	
	
	
	

	Multiple R
	0.541458
	
	
	
	

	R Square
	0.293177
	
	
	
	

	Adjusted R Square
	0.264327
	
	
	
	

	Standard Error
	0.023167
	
	
	
	

	Observations
	52
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	0.010908
	0.005454
	10.16216
	0.000203

	Residual
	49
	0.026298
	0.000537
	
	

	Total
	51
	0.037206
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.237452
	0.009597
	24.74318
	2.41E-29
	

	X Variable 1
	-0.30226
	0.087819
	-3.44179
	0.001191
	

	X Variable 2
	-0.05389
	0.022101
	-2.43835
	0.018426
	


Model 3 has a lower R squared, it uses only 2 variables.  The p values are all significant for p<.05 and therefore fit the regression.  Therefore, of my 3 models, this one is most favorable.

 Conclusion

The results of my regression seem fairly inconclusive.  Although the p values in the third model are significant, there does not seem to be a very strong correlation between any of my explanatory variables and the response variable.  This is probably due to my choice of response variable.  Firstly, it is quite vague and broad and secondly, it is dependent on many factors both genetic and environmental.  Perhaps a future area of study would be to examine the relationship between genetic and environmental factors and their effect on the prevalence of specific medical needs in children. 


