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Price of Diamond
Introduction:
I would like to buy an engagement ring to my fiancée. This student project intends to analyze the relationship between price and grades of diamonds. There are 2 price lists from Hong Kong diamond companies via http://www.ciel.com.hk/diamond.php?pageNum_m_list=10&totalRows_m_list=164 & http://www.hmdiamond.com/catalog/search_diamond.php?sid=6cae585313829b8d90430b5c35c218c9. The data was retrieved on 16 July 2011 from the web links above. It is interesting to understand the factor affecting price of diamond in order to fully utilize the budget. For example, the salesperson displays 2 diamonds with different grades but same price, both look great, which one is worth more than another? The result of regression at the end answered this question.
Diamonds are graded in 4 criteria, or called 4C’s. They are Carat, Clarity, Color and Cut (divided into 3 sections: Cut, Polish, and Symmetric). Carat is the unit of weight. Diamonds are graded/certified by authorized organizations. Some organizations grade more seriously than the others, it leads to price different for 2 diamonds with similar grades.  In this project, it is assumed that the dummy variable for grading organization affects only the y-intercept of the regression line. Below are the summary of each variable and the range of each variable. The higher is the grade, the larger is the value.
	Variable
	Symbol
	Range
	Value

	Weight (measured in Carat) 
	X1
	0.5-0.99
	0.5-0.99

	Color
	X2
	D,E,F,G,H,I,J
	7,6,5,4,3,2,1

	Clarity
	X3
	SI1,SI2,VS1,VS2
	1,2,3,4

	Cut
	X4
	F,G,VG,EX
	1,2,3,4

	Polish
	X5
	F,G,VG,EX
	1,2,3,4

	Symmetric
	X6
	F,G,VG,EX
	1,2,3,4

	Certficate (Dummy variable)
	D1
	EGL,GIA
	0,1


Full model:

Y = α +γ1D1+β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6  where, 

Y = Price, HKD
α = Y-intercept

γs, βs = least squares coefficients

Hypothesis:

H0: γ1=β1 = β2= β3 = β4 = β5 = β6= 0
Initial Model ( 7 independent variables):

	Regression Statistics

	Multiple R
	0.910528155

	R Square
	0.82906152

	Adjusted R Square
	0.826252672

	Standard Error
	4511.534656

	Observations
	434

	

	ANOVA

	 
	df
	SS
	MS
	F

	Regression
	7
	42053787474
	6007683925
	295.1606649

	Residual
	426
	8670780548
	20353944.95
	

	Total
	433
	50724568022
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-69232.88482
	2524.726145
	-27.4219384
	3.95459E-96

	Weight (Carat)
	75692.51582
	1996.138912
	37.9194631
	1.2822E-138

	Color
	2590.455248
	125.9519152
	20.56701753
	8.78847E-66

	Clarity
	2392.191142
	196.5636711
	12.17005731
	1.89039E-29

	Cut
	1292.447223
	397.808806
	3.248915568
	0.001250232

	Polish
	1612.028223
	609.4842573
	2.644905433
	0.008473423

	Symmetric
	1320.813978
	580.5058761
	2.275280979
	0.023385088

	Cert
	12250.1621
	670.0720787
	18.28185726
	1.54013E-55


82.9% of the variation can be explained by the independent variables. The F value is 295. The independent variable “symmetric” had relatively higher P-value and lower T-statistics. “Symmertric” would be removed. 
Second Model (6 independent variables):
	Regression Statistics

	Multiple R
	0.909386725

	R Square
	0.826984215

	Adjusted R Square
	0.82455308

	Standard Error
	4533.546817

	Observations
	434

	

	ANOVA

	 
	df
	SS
	MS
	F

	Regression
	6
	41948417065
	6991402844
	340.1638177

	Residual
	427
	8776150957
	20553046.74
	

	Total
	433
	50724568022
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-67710.99871
	2446.389206
	-27.67793389
	2.57299E-97

	Weight (Carat)
	75507.04903
	2004.205087
	37.67431263
	7.6102E-138

	Color
	2563.652376
	126.0116605
	20.34456466
	7.99181E-65

	Clarity
	2423.259499
	197.0455532
	12.29796592
	5.76967E-30

	Cert
	12406.08092
	669.8109729
	18.52176423
	1.21526E-56

	Polish
	2176.047132
	559.5125916
	3.889183487
	0.000116614

	Cut
	1662.91761
	364.7312232
	4.559296007
	6.71279E-06


The adjusted R square and standard error of model had no significant change. The F value was improved from 295 to 340. The second model was better than the initial model. Based on the P-value and t-statistics, the independent variable “Polish” would be removed.

Third Model (5 independent variables):
	Regression Statistics

	Multiple R
	0.90601072

	R Square
	0.820855425

	Adjusted R Square
	0.818762615

	Standard Error
	4607.752297

	Observations
	434

	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	5
	41637536855
	8327507371
	392.2263597

	Residual
	428
	9087031167
	21231381.23
	

	Total
	433
	50724568022
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-63417.7589
	2218.906786
	-28.58063227
	2.8227E-101

	Weight (Carat)
	76241.72709
	2027.941828
	37.59561839
	1.0686E-137

	Color
	2598.198777
	127.7556347
	20.33725388
	7.85413E-65

	Clarity
	2500.932148
	199.2394917
	12.55239173
	5.45264E-31

	Cut
	2337.885753
	326.0454822
	7.170428303
	3.30682E-12

	Cert
	13111.95612
	655.3056955
	20.00891525
	2.36169E-63



The adjusted R square and standard error of model still had no significant change. The F value was improved from 340 to 392. The third model was better than the second model. Based on the P-value and t-statistics, the independent variable “Cut” would be removed.

Fourth Model (4 independent variables):
	Regression Statistics

	Multiple R
	0.894055389

	R Square
	0.799335038

	Adjusted R Square
	0.797464036

	Standard Error
	4870.979551

	Observations
	434

	
	

	ANOVA
	

	 
	df
	SS
	MS
	F

	Regression
	4
	40545924496
	10136481124
	427.2229783

	Residual
	429
	10178643526
	23726441.79
	

	Total
	433
	50724568022
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-54471.7638
	1939.758366
	-28.08172644
	3.1758E-99

	Weight (Carat)
	75907.81539
	2143.226853
	35.41753655
	1.967E-129

	Color
	2570.395571
	134.991718
	19.04113533
	4.90412E-59

	Clarity
	2486.951897
	210.6113694
	11.80825092
	4.68442E-28

	Cert
	12935.91362
	692.2550188
	18.68663032
	1.9162E-57


The adjusted R square and standard error of model had decreased. They were still closed to 90% and 80%. These value were relatively high. The independent variables in the model was albe to explain 80% or 90% of the errors. The F value was improved from 392 to 427. The fourth model was better than the third model. Based on the P-value and t-statistics, the independent variable “Cut” would be removed.

Fifth Model (3 independent variables):

	Regression Statistics

	Multiple R
	0.85680473

	R Square
	0.734114346

	Adjusted R Square
	0.73225933

	Standard Error
	5600.443286

	Observations
	434

	
	

	ANOVA
	

	 
	df
	SS
	MS
	F

	Regression
	3
	37237633072
	12412544357
	395.7455191

	Residual
	430
	13486934951
	31364965
	

	Total
	433
	50724568022
	 
	 

	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	-45936.62265
	2069.628512
	-22.19558842
	2.7145E-73

	Weight (Carat)
	74449.29108
	2460.094602
	30.26277567
	1.3505E-108

	Color
	2383.499129
	154.1371517
	15.46349535
	3.30375E-43

	Cert
	12613.68552
	795.3064828
	15.8601568
	6.22504E-45



The adjusted R square and significant were decreased to 86% and 73%. The standard error of model was increased from 4870 to 5600. It indicated that the removal of independent variable “Cut” would not help to improve the model. This indication was further supported by the drop of F-value. It was decreased from 427 to 396. The independent variable “cut” must be kept in the model. 
Conclusion:
Fourth model:
Y = -54472 + 12936D1 + 75908X1 +2570X2 +2487X3 


Regression analysis showed that the fourth model was the best model. The four coefficients of independent variables remained in the model has relatively high t-statistics value and relatively low P-value. Based on the value of F-Test, standard deviation and R square, the null hypothesis is rejected. From this model, we can conclude that the prices of diamond, under the assumed ranges of weight, clarify, color, and certificate, ware mainly depended on the kind of certificate and weight. Color and clarity had relatively minor effects on price. 
