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McDonald's Breakfast and Calories

Introduction

This Regression Analysis Student Project was designed to analyze the relationships of calories with several food ingredients in a variety of McDonald’s breakfasts or food products.  In this regression model, 6 explanatory variables including total fat (g), saturated fat (g), carbs (g), dietary fiber (g), sugars (g), and protein (g) will be used.  As we all know, breakfast is the most important meal of the day since it provides energy for us to function properly at work in the morning.  Besides, research states that skipping breakfast may have impacts on our normal metabolism and will distort our eating habit.  This project will use Excel’s add-ins regression tool to determine the ideal number of explanatory variable(s) should be used for the regression model.
Data Sources

The data for this project was collected from the following link: http://www.nutritionsheet.com/facts/restaurants/fast-food/mcdonalds
These data could be found on each tab, depending on the number of explanatory variables that are used, in the attached spreadsheet.

Equation and Variables

The equation and the 6 variables for the full model are:

Y = α + β1X1+ β2X2+ β3X3+ β4X4+ β5X5 + β6X6

Y = Energy (calories)
α = Intercept

βi = least squares coefficients

X1 = Total Fat (grams)
X2 = Saturated Fat (grams)
X3 = Carbs (grams)
X4 = Dietary Fiber (grams)
X5 = Sugar (grams)
X6 = Protein (grams)
Hypothesis

The null hypothesis is that all least squares coefficients are zero:

β1 = β2= β3 = β4 = β5 = β6 = 0
6-Variable Regression Full Model
The following regression statistics and ANOVA were obtained for the 6-variable regression full model using excel’s add-ins regression tool:

	SUMMARY OUTPUT (6-Variable Regression Full Model)
	
	
	
	

	
	
	
	
	

	Regression Statistics
	
	
	

	Multiple R
	0.999923467
	
	
	

	R Square
	0.999846939
	
	
	

	Adjusted R Square
	0.999811617
	
	
	

	Standard Error
	3.593682032
	
	
	

	Observations
	33
	
	
	

	
	
	
	
	

	ANOVA
	
	
	
	

	
	df
	SS
	MS
	F

	Regression
	6
	2193420.282
	365570.047
	28306.83466

	Residual
	26
	335.7783142
	12.91455055
	

	Total
	32
	2193756.061
	
	

	
	
	
	
	

	
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	2.018154961
	1.399777012
	1.441768899
	0.161305272

	Total Fat (g)
	8.715564515
	0.225965279
	38.57037051
	1.77013E-24

	Saturated Fat (g)
	0.533731804
	0.522943039
	1.020630861
	0.316832836

	Carbs (g)
	3.903982306
	0.162429341
	24.03495745
	2.77534E-19

	Dietary Fiber (g)
	1.565721597
	2.065813371
	0.757920158
	0.455314067

	Sugars (g)
	0.103453073
	0.258421832
	0.400326367
	0.692186557

	Protein (g)
	4.017072537
	0.146518515
	27.41682541
	1.02648E-20


The equation for this model is:
Y = 2.0182 + 8.7156X1 + 0.5337X2 + 3.9040X3 + 1.5657X4 + 0.1035X5 + 4.0171X6 

The R2 of the full model is 99.98%.  This implies that 99.98% of variation of Y about Ybar is explained by the 6 explanatory variables.  However, Sugar has the highest P-value of 0.6922 and the lowest t-stat of 0.4003.  This high P-value and low t-stat indicate that Sugar is not a good explanatory variable for the regression model.  Therefore, Sugar will be eliminated from the model and the remaining 5 explanatory variables will be used to find the best fit.
5-Variable Regression Model
The following regression statistics and ANOVA were obtained for the 5-variable regression model using excel’s add-ins regression tool:

	SUMMARY OUTPUT (5-Variable Regression Model)
	 
	 
	 
	 

	
	
	
	
	

	Regression Statistics
	
	
	

	Multiple R
	0.999922995
	
	
	

	R Square
	0.999845996
	
	
	

	Adjusted R Square
	0.999817476
	
	
	

	Standard Error
	3.537356282
	
	
	

	Observations
	33
	
	
	

	 
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	5
	2193418.213
	438683.6425
	35058.54053

	Residual
	27
	337.8480156
	12.51288947
	

	Total
	32
	2193756.061
	 
	 

	 
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	2.230635805
	1.274944027
	1.749595087
	0.091547932

	Total Fat (g)
	8.737915758
	0.215527112
	40.5420723
	9.99893E-26

	Saturated Fat (g)
	0.461258338
	0.482917624
	0.955149108
	0.347976516

	Carbs (g)
	3.964411913
	0.059036047
	67.1523939
	1.38419E-31

	Dietary Fiber (g)
	0.871496222
	1.105041283
	0.7886549
	0.437184115

	Protein (g)
	4.000451791
	0.138310763
	28.92364787
	7.44727E-22


 The equation for this model is:

Y = 2.2301 + 8.73806X1 + 0.4613X2 + 3.9644X3 + 0.8715X4 + 4.0005X5
After eliminating the Sugar variable, R2 remains high at 99.98%.  This implies that 99.98% of variation of Y about Ybar is explained by the 6 explanatory variables.  F-statistics for the 5-variable model (35059) is higher than that of the 6-variable full model (28307).  This implies that the 5-variable model is a better regression model.  However, Dietary Fiber has the highest P-value of 0.4372 and the lowest t-stat of 0.7887.  This high P-value and low t-stat indicate that Dietary Fiber is not a good explanatory variable for the regression model.  Therefore, Dietary Fiber will be eliminated from the model and the remaining 4 explanatory variables will be used to find the best fit.
4-Variable Regression Model
The following regression statistics and ANOVA were obtained for the 4-variable regression model using excel’s add-ins regression tool:

	SUMMARY OUTPUT (4-Variable regression Model)
	 
	 
	 
	 

	 
	
	
	
	

	Regression Statistics
	
	
	

	Multiple R
	0.999921221
	
	
	

	R Square
	0.999842448
	
	
	

	Adjusted R Square
	0.999819941
	
	
	

	Standard Error
	3.513396502
	
	
	

	Observations
	33
	
	
	

	 
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	4
	2193410.43
	548352.6075
	44422.7647

	Residual
	28
	345.6307394
	12.34395498
	

	Total
	32
	2193756.061
	 
	 

	 
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	2.138346954
	1.260963109
	1.695804531
	0.101016224

	Total Fat (g)
	8.772714157
	0.209533236
	41.86788853
	8.48955E-27

	Saturated Fat (g)
	0.456213074
	0.479604563
	0.951227551
	0.34962831

	Carbs (g)
	3.999468081
	0.038587855
	103.6457722
	9.63724E-38

	Protein (g)
	3.994784701
	0.137188409
	29.11896652
	1.76528E-22


The equation for this model is:

Y = 2.1383 + 8.7727X1 + 0.4562X2 + 3.9995X3 + 3.9945X4
After eliminating the Dietary Fiber variable, R2 remains high at 99.98%.  This implies that 99.98% of variation of Y about Ybar is explained by the 6 explanatory variables.  F-statistics for the 4-variable model (44423) is higher than that of the 5-variable full model (35059).  This implies that the 4-variable model is a better regression model.  However, Saturated Fat has the highest P-value of 0.3496 and the lowest t-stat of 0.9512.  This high P-value and low t-stat indicate that Saturated Fat is not a good explanatory variable for the regression model.  Therefore, Saturated Fat will be eliminated from the model and the remaining 3 explanatory variables will be used to find the best fit.
3-Variable Regression Model
The following regression statistics and ANOVA were obtained for the 3-variable regression model using excel’s add-ins regression tool:

	SUMMARY OUTPUT (3-Variable Regression Model)
	 
	 
	 
	 

	 
	
	
	
	

	Regression Statistics
	
	
	

	Multiple R
	0.999918675
	
	
	

	R Square
	0.999837357
	
	
	

	Adjusted R Square
	0.999820531
	
	
	

	Standard Error
	3.507626999
	
	
	

	Observations
	33
	
	
	

	 
	
	
	
	

	ANOVA
	
	
	
	

	 
	df
	SS
	MS
	F

	Regression
	3
	2193399.261
	731133.0869
	59425.06008

	Residual
	29
	356.7999677
	12.30344716
	

	Total
	32
	2193756.061
	 
	 

	 
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	2.547915316
	1.183228427
	2.153358774
	0.039739891

	Total Fat (g)
	8.950859742
	0.09381643
	95.4082321
	8.79822E-38

	Carbs (g)
	3.989645954
	0.037119607
	107.480824
	2.80473E-39

	Protein (g)
	3.987529916
	0.136751312
	29.15898834
	4.88619E-23


 The equation for this model is:

Y = 2.5480 + 8.9509X1 + 3.9896X2 + 3.9875X3
After eliminating the Saturated Fat variable, R2 remains high at 99.98%.  This implies that 99.98% of variation of Y about Ybar is explained by the 6 explanatory variables.  F-statistics for the3-variable model (59425) is higher than that of the 4-variable full model (44423).  This implies that the 3-variable model is a better regression model.  At this point, the P-values for all the least squares coefficients are very close to zero.  Therefore, the null hypothesis can be rejected.
Conclusion

Our regression analysis model began with 6 explanatory variables:

Total Fat (grams)
Saturated Fat (grams)
Carbs (grams)
Dietary Fiber (grams)
Sugar, in grams

Protein, in grams
Based on the results of 4 runs of the regression analysis models with each removing one explanatory variable from the previous one, the equation with 3 explanatory variables with Total Fat (β=8.9509) contributing most to the calories gives the best fit:
Y = 2.5480 + 8.9509X1 + 3.9896X2 + 3.9875X3
X1 = Total Fat (grams)
X2 = Carbs (grams)
X3 = Protein (grams)

Based on these regression analysis outlined above, this last model with 3 explanatory variables has a very high R2 of 99.98%.  F-statistics for this 3-variable model (59425) is the highest among the other 3 regression models with more explanatory variables.  The P-values in this 3-variable model are very close to zero.  Therefore, the null hypothesis can be rejected which gives best regression model.
