xxxx xxxxxxx
Time Series – Summer 2011
Student Project
1. Introduction


Golf is often described as a mental game where success on the course depends as much on one’s ability to concentrate and control one’s emotions as it does on physical strength, agility and control.  At the highest professional levels where hours of practice and physical conditioning are apt to be similar for all competitors, differences in self-control are likely to be even more significant. 

In this paper, I will investigate the scoring patterns among competitors in PGA tournaments to determine whether there is any evidence that performance on one hole effects performance on later holes, and whether such streaks, if they exist, impact a players overall performance in a complete round.
2. Data


I downloaded scorecards from ESPN.com for several different golfers across a variety of different finishing positions who had participated in recent PGA tour events.  In total, I compiled approximately 400 individual rounds, from which I took the first 100 to conduct the initial analysis and model construction.
3. Data Analysis


Leader boards in golf track competitors rank and position by expressing their scores relative to par.  Golfers are accustomed to thinking of birdies (1 under par on a hole) and bogeys (1 over par on a hole).  This is also how I structured the data for my analysis.  The length of a single round of golf is 18 holes, and while tournaments usually consist of 4 rounds, because the rounds are played on different days, I decided to consider rounds separately in my analysis (i.e., the 18th hole from the prior day is not lag 1 relative to the first hole from the current day).

With these parameters and constraints in place, I inspected the data for stationarity across the 18 holes of a single round.  I first considered a player’s cumulative score relative to par for each round from which I constructed the following graphs:
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The first graph shows the average cumulative score relative to par by hole based on the first 100 rounds included in the dataset.  Excluding the first hole, the average score appears quite stable at around 0.35 strokes below par which may suggest that the cumulative scores driven by a stationary process; however, the second graph which presents the standard deviation associated with the average score estimates clearly shows an increasing trend indicating that there may be room for improvement from a slight data manipulation.

Rather than focus exclusively on cumulative score relative to par, I also looked at the score relative to par for each individual hole which may also be construed as the first difference of the cumulative scores:
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Aside from the relative outlier for the second hole, the average score appears to be quite close to par and there does not appear to be any discernible trend in scores by hole.  Also, the standard deviation of the average scores appears to be quite stable at around 0.65 strokes, again without any discernible trend.


As a final test of stationarity I constructed the following correlogram based on the individual hole data:
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There may be a slight oscillatory pattern in the correlogram above, and it appears that the correlation is decreasing with lag; however, given the proximity of the estimates to zero, we may take the above as a reasonable suggestion of stationarity.  In fact, the above diagram is suggestive of a white noise process.
4. Model Specification


I ran regressions testing three models: ARIMA(1,1,0) on the individual hole series and AR(1) and AR(2) on the cumulative series score relative to par for individual holes.  The results of these tests are described below.
4.a. AR(1) model


An AR(1) model takes the form of Yt =  + Yt-1 + t. Using Excel’s built in regression analysis tool, I produced the following results for the series of the cumulative score relative to par:
	Regression Statistics
	
	
	Time Series Statistics

	Multiple R
	0.953865338
	
	
	Chi-Square
	50.65977047

	R Square
	0.909859082
	
	
	Box-Pierce
	121.03109

	Adjusted R Square
	0.909805996
	
	
	Durbin-Watson
	1.750623802

	Standard Error
	0.689823856
	
	
	
	

	Observations
	1700
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	8155.794307
	8155.794307
	17139.17232
	0

	Residual
	1698
	808.0051051
	0.475856952
	
	

	Total
	1699
	8963.799412
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	-0.01728082
	0.016911967
	-1.021810206
	0.307016293
	

	Lag 1
	1.006634809
	0.007689127
	130.9166617
	0
	



The ARIMA(1) model produces a very high Adjusted R2, indicating that this model is a good fit.  In fact, given the proximity of the Lag 1 coefficient to 1, there seems to be strong evidence that the process is a random walk. The D-W statistic is lower than two, indicating that the residuals may have a slight negative correlation. The Box-Pierce Q statistic at 40 lags is significantly higher than the Chi-Squared statistic at 10% significance, indicating that the residuals do not follow a white-noise process.
4.b. AR(2)

An AR(2) model takes the form of Yt =  + Yt-1 + Yt-2 + t. Using Excel’s built in regression analysis tool, I produced the following results:

	Regression Statistics
	
	
	Time Series Statistics

	Multiple R
	0.956987242
	
	
	Chi-Square
	50.65977047

	R Square
	0.915824581
	
	
	Box-Pierce
	102.17781

	Adjusted R Square
	0.915719164
	
	
	Durbin-Watson
	1.764817402

	Standard Error
	0.684782752
	
	
	
	

	Observations
	1600
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	8147.747289
	4073.873645
	8687.642253
	0

	Residual
	1597
	748.8770855
	0.468927417
	
	

	Total
	1599
	8896.624375
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	-0.001319021
	0.017319423
	-0.076158502
	0.939302536
	

	Lag 1
	1.033694704
	0.024803352
	41.67560595
	1.6124E-257
	

	Lag 2
	-0.028138004
	0.026201929
	-1.073890546
	0.283033972
	


The AR(2) model produces a slightly higher Adjusted R2 than the AR(1) model, indicating an improved fit over the previous. However, the increase is quite small relative to an already good fit. The D-W statistic is again slightly less than two, suggesting some negative correlation between residuals. The Box-Pierce Q statistic at 40 lags is also still well above the Chi-Squared statistic at 10% significance, indicating that the residuals do not follow a white-noise process.
4.c. ARIMA(1,1,0)

An ARIMA(1,1,0) model takes the form of Yt =  + Yt-1 + t, where the Y’s here represent the score relative to par for individual holes which is equivalent to the first difference for the cumulative series. Using Excel’s built in regression analysis tool, I produced the following results:

	Regression Statistics
	
	
	Time Series Statistics

	Multiple R
	0.025463737
	
	
	Chi-Square
	50.65977047

	R Square
	0.000648402
	
	
	Box-Pierce
	120.63410

	Adjusted R Square
	5.98556E-05
	
	
	Durbin-Watson
	1.749362609

	Standard Error
	0.689751355
	
	
	
	

	Observations
	1700
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	0.524141793
	0.524141793
	1.101700801
	0.294042517

	Residual
	1698
	807.83527
	0.475756932
	
	

	Total
	1699
	808.3594118
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	-0.018896384
	0.016736132
	-1.129077157
	0.259024772
	

	Lag 1
	0.025769016
	0.02455082
	1.04961936
	0.294042517
	


The ARIMA(1,1,0) model yields an Adjusted R2 that is not appreciably different from 0 indicating that the model has virtually no explanatory power. The D-W statistic remains below two while the Box-Pierce Q statistic at 40 lags is well above the Chi-Squared statistic at 10% significance, indicating that the residuals do not follow a white-noise process.

5. Conclusion


I have summarized statistics from the three models tested in the following table for comparison:
	
	AR(1)
	AR(2)
	ARIMA(1,1,0)

	R^2
	0.910 
	0.916 
	0.001 

	Adjusted R^2
	0.910 
	0.916 
	0.000 

	B-P Q
	121.031 
	102.178 
	120.634 

	Chi^2
	50.660 
	50.660 
	50.660 

	D-W Statistic
	1.751 
	1.765 
	1.749 



Given the high Adjusted R2 for the AR(1) model and the low Adjusted R2 for the ARIMA(1,1,0) model, I would likely conclude that the hole-by-hole performance of professional golfers is best modeled by a white noise process.  In other words, there does not seem to be a high level of streakiness within a single round of golf.  Professional golfers seem to be able to “put the past behind them” so to speak and are not likely to have one bad (or good) hole be followed by another.  They seem to be able to approach each new hole with a fresh perspective.  I must admit that I found this result to be a bit surprising; however, it is possible that looking at scores for entire rounds would reveal a higher level of correlation between past and present performance.  One might also attempt segregate golfers based on their handicap to see if there was a meaningful difference in correlation for golfers of different ability.  As it stands, using a random-walk is a bit unsatisfying as a predictive model since it lacks precision and is as apt to be exactly opposite the actual path as it is to be exactly on it. 
Yt = -.017 - 1.007Yt-1 + t
(t is drawn from a bounded normal distribution: see Excel spreadsheet for details)
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In absolute terms, the random-walk model does reasonably well at mimicking the average actual results across 100 rounds of golf; however, there seems to be a higher level of volatility in the model than in the actual results indicating that the assumption of normality for the error term in the model may be incorrect.  At the level of individual trials, the randomness of the random-walk model becomes more apparent as the model results for a single trial happen to fall between single trials from both within and out-of-sample datasets, yet the absolute value of the divergence among the paths is quite evident.

Momentum within a single round does not appear to play a significant role in performance at the elite level of professional golf.
