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Introduction:  This student project will explore a multiple linear regression.  I will regress the density of various types of businesses on the percentage of the population of states that is obese.
Methodology:  I started with all possible predictors in my model, removing the regressor with the largest insignificant p-value, then fitting a new regression and repeating the process until all of the remaining regressers had significant (95%) p-values (the result of a t-test of the null hypothesis that the regression coefficient is zero).  At each step I compared both the r-squared and the adjusted r-squared from the new regression to the previous regression to track the progress of the model.
Data Source:  I obtained my data from a number of sources.  Obesity statistics were obtained from the CDC website (http://www.cdc.gov/obesity/data/trends.html).  State populations are based on census data which I found here: http://en.wikipedia.org/wiki/List_of_U.S._states_and_territories_by_population.

State areas were used from http://en.wikipedia.org/wiki/List_of_U.S._states_and_territories_by_population.   Lastly, the number of each business type by state was obtained from http://www.melissadata.com/lookups/, where upon entering the appropriate SIC code for the type of business, they return a list of the number of businesses by state.

Data Description


[image: image1.emf]Variable Description

x1 #Restaurants per square mile

x2 # Fast food restaurants per person

x3 # gyms per person

x4 # People per square mile

x5 Ratio of Fast Food restaurants to Restaurants

x6 # Health Food restaurant per person

x7 # Restaurants per person

x8 # Sporting Good stores per Person

x9 # Grocery stores per person

y % of population that is obese


Each variable is summarized by state, thus each observation represents a single state

Regression1:  9 Variable Regression
[image: image2.png]y = x1%(—.00093) +45.505 * x2 — 226.31 * x3 — .000008 * x4 — 2.0738 * x5 — 9265 * x6
—106.1533 * x7 + 1427.7 « x8 + 77.13337x9 + .43504





Regression Statistics: 

 
[image: image3.emf]R-squared 0.4969

Adjusted R-Squared 0.3865

Standard Error 0.0253

Degrees of Freedom 41

Observations 51



[image: image4.emf]Variable x9 x8 x7 x6 x5 x4 x3 x2 x1 b

Coefficent 77.1334 1427.7 -106.15 -9265 -2.0738 -8.00799E-06 -226.3 45.505-9E-04 0.4325

Standard error 38.1825 668.7269.8511 4724.51.14329 1.85031E-05 172.88 241.660.0219 0.1075

T-stat 2.02012 2.135 -1.5197 -1.961 -1.8139 -0.432792411 -1.309 0.1883 -0.042 4.0223

P-Value 0.04994 0.03880.13626 0.05670.07702 0.667433788 0.1978 0.85160.9664 0.0002


As expected, it appears that several of my predictors are not statistically significant, that is I cannot say with much statistical confidence that their coefficients aren’t zero.  The least significant predictor is x1: the number of restaurants per square mile with a p-value of 96.6% so I will remove that variable and fit another model.  It is also worth noting that the relatively low R-squared and consequently low adjusted r-squared values state that less than 50% of the variance in obesity rates is explained by the predictors.  I am not surprised that something such as obesity cannot be easily estimated using a relatively simple model.  My focus now turns towards which of my predictors are the most related to obesity as opposed to a model that may predict obesity rates.

Regression 2: 8 Variable Regression

Regression statistics:

[image: image5.emf]R-squared 0.4969

Adjusted R-Squared 0.401

Standard Error 0.025

Degrees of Freedom 42

Observations 51



[image: image6.emf]Variable x9 x8 x7 x6 x5 x4 x3 x2 b

Coefficent 77.4195 1437.3 -107.63 -9292 -2.0878 -8.76019E-06 -225 49.1430.4341

Standard error 37.1305 622.1659.7937 4627.21.08172 5.11089E-06 167.95 223.170.0992

T-stat 2.08506 2.3101 -1.8 -2.008 -1.93 -1.714024099 -1.34 0.22024.3767

P-Value 0.04318 0.02590.07904 0.05110.06037 0.093896531 0.1876 0.8268 8E-05


The second regression shows very similar results, the R-squared did not change and the adjusted R-squared improved, indicating that this is indeed a more parsimonious model than the previous.  The most interesting result of this iteration is that the standard error of the regression has decreased.  This is likely due to multi-colinearity between x1 and the other predictors.  Each of the other predictors have slightly more significant p-values, however there are still several statistically insignificant variables and x2 is the next predictor to be removed.

Regression 3: 7 variable regression
Regression statistics:


[image: image7.emf]R-squared 0.4963

Adjusted R-Squared 0.4143

Standard Error 0.02474

Degrees of Freedom 43

Observations 51



[image: image8.emf]Variable x9 x8 x7 x6 x5 x4 x3 b

Coefficent 77.1354 1467.5 -111.1 -9405 -2.1443 -9.25840E-06 -211.2 0.4414

Standard error 36.6952 600.0557.0351 4547.71.03909 4.53185E-06 154.21 0.0926

T-stat 2.10205 2.4457 -1.948 -2.068 -2.0636 -2.042963452 -1.37 4.7671

P-Value 0.04144 0.01860.05797 0.04470.04512 0.047215928 0.1778 2E-05


As expected, the R-squared value is slightly reduced, while the adjusted R-squared improves, yet again indicating a more parsimonious model.  Also, the standard error of the regression is smaller, likely again attributable to x2 being highly correlated with the other predicted values.  Each of the other predictors have smaller p-values again, while there are still is at least 1 statistically insignificant predictor (x3).
Regression 4: 6 variable regression

Regression statistics:


[image: image9.emf]R-squared 0.4743

Adjusted R-Squared 0.4026

Standard Error 0.02499

Degrees of Freedom 44

Observations 51



[image: image10.emf]Variable x9 x8 x7 x6 x5 x4 b

Coefficent 98.6872 1550.3 -142.79 -10426 -2.2197 -9.04042E-06 0.4442

Standard error 33.4802 602.9252.6492 4530.51.04792 4.57394E-06 0.0935

Ttest 2.94763 2.5712 -2.7122 -2.301 -2.1182 -1.976503829 4.7518

Pvalue 0.00511 0.0136 0.0095 0.02620.03985 0.054386881 2E-05


At this iteration, it should be noted that both the R-squared and the adjusted R-squared are smaller, indicating that I am indeed giving up some of the predictive power of this model in pursuit of parsimony, however in the interest of retaining only statistically significant predictors as well as the fact that the adjusted r-squared is close to the previous model, I will again suggest that this model is in fact better than the previous.  Should I be content with 90% confidence surrounding the significance of my predictors, I should stop here.  However in the interest of seeing what happens, I will at least look at the model excluding x4.
Regression 5:  5 variable regression

Regression statistics:


[image: image11.emf]R-squared 0.4276

Adjusted R-Squared 0.364

Standard Error 0.02578

Degrees of Freedom 45

Observations 51



[image: image12.emf]Variable x9 x8 x7 x6 x5 b

Coefficent 96.5996 837.56 -73.466 -8167 -0.8628 3.06721E-01

Standard error 34.5273 498.5840.5114 4523.30.81692 0.064444313

Ttest 2.79777 1.6799 -1.8135 -1.805 -1.0562 4.759478394

Pvalue 0.00755 0.09990.07643 0.07770.29652 2.0398E-05


For starters, both the r-squared and the adjusted r-squared are much more reduced than any of the previous iterations.  Also, x5 is no longer significant, suggesting that the predictive power of x5 is only predictive when marginal to x4.  At this point it is worth reconsidering my decision to pursue a 95% confidence of statistical significance of the predictors.  Noting the reduction in R-squared and adjusted R-squared, as well as the fact that I do not truly intend to produce a model to predict obesity, but rather I am looking for a model that may shed some light on some of the relationships with obesity, I will decide to stop here.
Conclusion:  In conclusion the best model is the 6-variable multiple linear regression.  It is worth noting that the number of grocery stores per person and the number of sporting goods stores per person have positive coefficients (while holding all else constant) while the # of restaurants per person, the # of health food restaurants per person, the ratio of fast food to total restaurants, and the population density all have negative coefficients (while holding all else constant).  One should be careful when interpreting these marginal relationships, since they are marginal to all of the other identified relationship in the regression.  I do not feel that the model I have settled on is necessarily a good model for predicting obesity in a region for several reasons.  The first of which is that I am only able to explain 47% of the observed obesity variance.  The second, and quite possible most important, is I cannot say with any certainty that the predictors are truly predicting obesity, or that they may actually be indicators of obesity rates.  Thus I must settle on the conclusion that obesity rates are the result of many complicated relationships beyond the scope of my model.  However, I am confident that the significant predictors I found are related to obesity in some fashion, even if they are not causal or explanatory.
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