Time Series Analysis of 

Average Sunspot Activity
Introduction:
Sunspot activity is correlated to both solar flares and solar luminescence.  Solar flares can damage satellites and power grids and also result in spectacular aurora borealis displays.  Changes in solar luminescence directly affects climate because weather is driven primarily by energy from the sunlight.  Although the exact mechanism is unknown the Maunder, Dalton, and Sporer minimums in sunspot activity all coincided with below average global temperatures.  There are over 300 years of data on sunspot activity making it a good candidate for possible ARIMA modeling.  This project will seek to develop an ARIMA model of sunspot activity based on data for years 1700 – 1987 and test this model against observations from 1988 – 2009.
Data:
The data for this project was obtained at http://www.ngdc.noaa.gov/stp/solar/ssndata.html.  Background information regarding sunspots can be found at http://www.exploratorium.edu/sunspots/research2.html and on various government websites.  A plot of the average annual sunspot activity, shown below, clearly indicates a seasonal pattern.  There is also an uneven trend in the data which is somewhat beyond the scope of this project as current research in stellar mechanics is trying to explain this type of variation and determine if it is a true trend or not. 
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The correlogram of the data below shows that this is not a stationary process.  The autocorrelations show a clear seasonality and do not appear to significantly die off over time beyond approximately lag 40.
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Adjustment for Seasonality:
An analysis of the data and research showed that the sunspot cycle has a period of between 10 and 11 years and varies in the data set from 8 to 17 years.  I decided to try to remove the seasonality by looking at the difference between activity at 10 and 11 year lags.  The analysis showed that a 10 year lag resulted in a more stationary function.  This would be                  

Wt = Yt – Yt-10
The full analysis for both lag 10 and lag 11 can be found on the seasonal lag 11 and seasonal lag 10  tabs of the excel file.  The correlogram for lag 10 is shown below.
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This correlogram shows a decay process over time indicating an AR model.  The red a green lines show the +\- values for 2/√ 277 levels for the ~95% significance levels.  The seasonal lag tabs also show the individual ρt values that fall outside these bounds using conditional formatting.  I also plotted Wt against Wt with lags 1 – 4 shown on seasonal lag 10 tab.  These scatter plots showed strong but decreasing correlations at lags 1 and 2 while being near random at lags 3 and 4, also indicating an AR type function.

Model Fitting:
The excel egression tool was used to estimate AR(1) , (2), and (3) models.  Full details can be found on the AR(1), AR(2), and AR(3) tabs of the excel file.
AR(1)
The equation model is Wt  = β Wt-1 + θ0t.  The regression yielded:
	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.550963624
	1.297692371
	0.42457183
	0.671480806

	W lag 1
	0.757829468
	0.039341645
	19.26278052
	6.27129E-53


Thus estimating Wt  = .7578 Wt-1 + .5510t .  This is a stationary function because |β| < 1.
AR(2)

The equation model is Wt  = β1 Wt-1 + β2 Wt-2 + θ0t.  The regression yielded:

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.802683901
	1.192533805
	0.673091109
	0.501458707

	W lag 1
	1.064992073
	0.055297667
	19.25925872
	8.56673E-53

	W lag 2
	-0.405482428
	0.055296208
	-7.332915648
	2.56726E-12


Thus estimating Wt  = 1.065 Wt-1 - .4055 Wt-2 + .8027t.  This is stationary because 

Β1 + Β2 < 1, Β2 – Β1 < 1, and |β2| < 1.

AR(3)

The equation model is Wt  = β1 Wt-1 + β2 Wt-2 + β3 Wt-3 + θ0t.  The regression yielded:

	 
	Coefficients
	Standard Error
	t Stat
	P-value

	Intercept
	0.903787601
	1.193393743
	0.757325573
	0.449512802

	W lag 1
	1.022413069
	0.060407863
	16.92516547
	2.41762E-44

	W lag 2
	-0.294658309
	0.084765656
	-3.476152046
	0.000592221

	W lag 3
	-0.103770778
	0.060382748
	-1.718550099
	0.086838388


Thus estimating Wt  = 1.0224 Wt-1 - .2947 Wt-2 - .1038 Wt-3 + .9038t.  This is stationary because |β3| < 1 and β1 + β2 + β3 < 1.

Model Diagnostics:
	 
	Adj R square
	Durbin-Watson
	Box-Pierce Q
	Chi Square

	AR(1)
	0.572791601
	1.384887787
	307.88692
	237.5948

	AR(2)
	0.641852242
	2.084814472
	201.93706
	235.73545

	AR(3)
	0.644115052
	1.995107349
	188.64567
	233.87661


The AR(1) model has the lowest adjusted R2 value, the d value furthest from 2, and a Q value that is not below the χ2  critical value.  For these reasons it will not be used.
The AR(3) model has the highest adjusted R2 value, and passes both the d and Q tests.  The problem lies with the p value for the β3 coefficient.  It does not pass the 95% limit.  Also the adjusted R2 value is only marginally higher than the AR(2) model.  For these reasons and parsimony it will not be used.

The AR(2) model has an adjusted R2 of .6419 indicating a strong but correlation.  The d value of 2.085 indicates almost no serial correlation in the model residuals.  The Q value below the χ2 critical value means that we cannot reject that the residuals are white noise.  The AR(2) model will be the accepted model for the project.

Validation:
The AR(2) model was used to predict the sunspot activity for 1988 – 2009 and compared to the observed data.  The results are shown in the graph below:
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The 22 year period was chosen to try to validate the model through at least 2 full seasonal cycles.  The model did well until approximately 2007 following the general shape of the observed results.  At that point there is a clear departure.

Conclusion:
The AR(2) model developed seems to be a good model given the constraints of the course.  It does follow the general shape of the observed values for short periods.  The difficulty lies in the variance of the seasonality itself and the possibility that with stellar life spans being measured in billions to trillions of years, 300 years of data may not be enough.
