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Introduction

The motivation for this study initially came from a comment a coworker made when I was being trained – they suggested that per-contract per-month (PCPM) claims oscillated up and down monthly. Looking at the data they were describing I could see that while there were overarching trends up or down, the difference in monthly PCPM seemed to alternate between positive and negative values. However, there were exceptions and I couldn’t rule out the possibility that this was just white noise. It occurred to me early in this course that a time series analysis could answer the question of whether this is true or not.
A time series analysis of the data may have more pertinent value to my work because of my involvement in the financial forecasting. Our healthcare claims are typically broken into three to five categories including Inpatient, Outpatient, Physician, Drugs and Major Medical claims. Forecasting seasonal data can be especially vexing, and for much of our business the Major Medical component is seasonal in nature (for some business the Physician is as well). 
The source of this seasonality is primarily the benefit structure of their insurance contract. Contracts can (and those in this study do) have a deductible on their policy. The first $X must be paid by the insured, after which the insurance company takes over. This typically only applies to certain kinds of claims – Major Medical almost always has a deductible, while hospital claims usually do not (they have a copay instead). Even if utilization is constant throughout the year our payments per contract would be lower at the beginning and higher towards the end. In addition, those who meet their deductible often utilize services at a much higher rate once they have. Thus, both paid amounts per service and the number of services incurred rise throughout the year, leading to extreme seasonality.

This project uses two sets of data. The first consists of paid Major Medical claims incurred over the period of January 2005 thru December 2010. The second consists of paid Major Medical claims incurred from a different source over the period of January 2002 thru March 2011. The first data set was primarily used to determine which model should be used. The second set was used to test the model on a longer time period and pieces of that time period.
Analysis
Based on my understanding of health claims, my hypothesis was that a difference of natural logs would produce the most useful model since this would help eliminate the medical trend inflation and hopefully leave a stationary time series. However, I looked at the data several different ways to see if another model was also viable. These initial tests were done on the first data set, which was incurred January 2005 thru December 2010 and this analysis is in the workbook “Kyle Harman Time Series Project - PCPM Claims Series.xlsx”. A graph of the base PCPM data appears below.
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The seasonality can clearly be seen in the monthly values – an extremely sharp drop in January is followed by a quick rise, culminating towards the end of the year. The 12 month moving average, on the other hand, is fairly flat.

I examined the data the following ways:
· The monthly values

· The difference in monthly values

· The difference in the log of the monthly values

· The year over year difference in monthly values

For each data set I first calculated the autocorrelations and created a correlogram. I then forecasted the data and calculated the autocorrelations, the Ljung-Box and Durbin-Watson statistics, and forecasted the PCPM monthly values. A summary of the findings is in the chart below, and the correlograms are in the appendix.

	
	Appears Stationary?
	(
	(
	(12
	Proposed Model
	ChiDist of Ljung Box*
	DWS 

	Monthly Values
	No
	-0.21
	N/A
	0.69
	(0,1,1)x(1,0,0)12
	0.63
	0.09

	Difference in Monthly Values
	Yes
	0.37
	N/A
	0.68
	(0,1,1)x(1,0,0)12
	0.26
	2.54

	Difference in Log of Monthly Values
	Yes
	0.35
	N/A
	0.69
	(0,1,1)x(1,0,0)12
	0.31
	2.53

	Year Over Year Difference
	No
	-0.28
	0.31
	N/A
	(0,1,1)x(0,0,1)12
	0.00
	2.30


* Average of 25 values (roughly lag 15 thru lag 40, depending on the data set)
No model using more than one moving average or autoregressive parameter was considered. Note that the (12 value in the table is an average of three values calculated in the worksheets, and the value used in the model (.7) was chosen based on the calculated values. 

The monthly values correlogram initially looked stationary due to the fast and steady drop off of the 12 month autocorrelations. However, the negative autocorrelations in between the 12 month values stay roughly the same height for four years and imply that a model will be difficult to specify. I attempted a model similar to that used in the difference data sets, but while the Ljung-Box statistic looked good, the Durbin-Watson statistic suggests strong positive serial correlation.
Overall while both the difference in monthly values and difference in log values data sets resulted in useful models, the difference in log values seems superior both due to better Ljung-Box and DWS statistics, as well as easily allowing for an inflationary trend to be added to the forecast. I should also note that the existence of a positive moving average parameter in both difference time series seems to confirm my coworker’s claim. If the prior month was below expectation, the following month was likely to be higher than one would have initially forecasted, leading to a zig-zag motion of the PCPM claims value. 

After choosing a model I tested it on a similar but different data set that included a larger time period. This extended data set is found in its own workbook (“Kyle Harman Time Series Project - PCPM Claims Series Extended Data.xlsx”) and consists of paid Major Medical data incurred January 2002 thru March 2011. Note, however, that the 2011 data may not be fully complete, meaning some claims that were incurred in those months have not been reported and paid yet. After examining the graphs of the data I chose not to use the 2011 months. The PCPM graph appears below.
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Some results of the analysis appear in the table below and correlograms appear in the appendix.

	
	Appears Stationary?
	(
	(
	(12
	Proposed Model
	ChiDist of Ljung Box*
	DWS

	2002 Thru 2010
	Yes
	0.41
	N/A
	0.83
	(0,1,1)x(1,0,0)12
	0.00
	2.45

	2002 Thru 2006
	Yes
	0.40
	N/A
	0.64
	(0,1,1)x(1,0,0)12
	0.61
	2.21

	2007 Thru 2010
	Yes?
	0.47
	N/A
	0.31
	(0,1,1)x(1,0,0)12
	0.46
	2.03


* Average values (roughly lag 15 thru lag 40, depending on the data set)

All three data sets appear (roughly) stationary, though with a number of outliers. Even the 2002 thru 2006 set, which appears well fitted by the model, has negative autocorrelations at lag times of 21, 33 and 45 that are too negative and too regular to easily discount. The 2007 thru 2010 correlogram in particular may border on the non-stationary, and the model did not seem to forecast the data well. Some other time period breakouts were tried as well – for instance, 2002 thru 2007 and 2008 thru 2010 – but gave poor results.

Conclusion

I have discussed two sets of data in this report. The first set was a six year time frame that I used to determine the best way to model the data. I looked at modeling the monthly values, changes in monthly values, changes in log monthly values and changes in year over year values. Of those, changes in log monthly values appeared easiest to model, and I did so with a 12-month autoregressive parameter and a month to month moving average parameter.
Once a model was determined I attempted to use it on a different (but similar) set of data over a longer time period. I attempted breaking the data up into two time periods and tested the model fit over both periods as well as the entire range. The model appeared sensitive to the selection of time period.

One difficulty that health data presents is that the underlying mechanics change quickly compared with the seasonality of the data. Even if there are no changes in benefits during the year, the proportion of people in different types of plans may change throughout the year, causing seasonality to shift as time progresses. Furthermore, there are regular benefit changes (in January in the case of this data) that result in discontinuities in the seasonality of the data. The data is constantly being affected by exogenous events.
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