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Summer 2010

Australian Wine Sales
Introduction

This project will analyze the sale of Australian wine.  The data was collected monthly from January 1980 to December 1989 and is presented in thousands of litres. 
Data
The data used for this project was taken from the following website:

http://robjhyndman.com/tsdldata/data/wine.dat
The data used for this project can be found in the supplemental Excel document, TSProject_TonyaJohn.  The full data set can be found on the ‘Original Data’ tab.

Analysis

The initial step in my analysis was to graph the monthly Australian wine sales over the ten year period that I chose, January 1980 to December 1989.   The graph of the monthly wine sales can be seen in Figure 1 below:
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Figure 1 
By reviewing the graph, it can be seen that there is a slight upward trend.  Additionally, there appears to be a seasonal trend with peaks occurring in the months of November and December each year.   To verify this seasonal trend, the autocorrelation function was graphed and can be seen below in Figure 2. 
The following formula was used to graph the sample autocorrelation function:
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Figure 2 

By  reviewing the graph, it can be seen that there are peaks at the lags of multiples of twelve (i.e. 12, 24, 36, etc.) .  Thus,  the graph of the autocorrelation function confirms the seasonality of the data.
Before creating an ARMA model, the data must be deasonalized.  In order to seasonally adjust the data, I modified the data by taking the difference between the sales in the current month and the same month in the prior year.  The adjusted data can be found on the ‘Original Data’ tab under the Deseasonalized Data column.  
Below is the graph of the deseasonalized data:
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Figure 3 
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Figure 4
From the graph in Figure 4, we can see that the autocorrelation declines to zero, although not until the 11th lag.  Howver, for large lags, the autocorrelation is approximately zero.  I will assume that the deseasonalized data is a stationary time series.  I will test this assumption in the ‘Model Testing’ section. 
Model Testing
Using Excel’s linear regression add-in, I tested four autoregressive models.  The results are summarized below:
AR(1) = 422.9463 + 0.1292Yt-1
AR(2) = 404.1609 + 0.1262Yt-1 + 0.0267Yt-2
AR(3) = 329.5936 +0.1186Yt-1 + 0.0007Yt-2 + 0.1972Yt-3
AR(4) = 291.5412 + 0.1188Yt-1- 0.0052Yt-2 + 0.1994Yt-3 + 0.0156Yt-4
The first step was to confirm that these models are stationary.  In order for a model to be stationary, the sum of coefficients must be less than one.  The results from the four autoregressive models can be seen in the table below:

	Model
	Sum of Coefficients

	AR(1)
	0.129239

	AR(2)
	0.152907

	AR(3)
	0.316497

	AR(4)
	0.328543


Since the sum of coefficients is less than one, all four models are proven to be stationary. 

The next step was to conduct some statistical testing to help determine which model is the most appropriate. The first statistic I looked at is the Durbin-Watson Statistic.  This statistic is used to detect the presence of autocorrelation in the residuals (prediction errors).  I developed this statistic using the residuals from the regression tool output in excel.  The result of this test for each model is shown below:

	Model
	Durbin-Watson Statistic

	AR(1)
	1.97576

	AR(2)
	1.97879

	AR(3)
	1.95115

	AR(4)
	1.98379


A Durbin-Watson Statistic that is close to 2 indicates that there is no autocorrelation.  We can see from the results that these models have no serial correlation among residuals.  From this test alone, it would appear that AR(2) is the best model since it is closest to 2.  However, I conducted additional tests and statistics to confirm or deny this assumption. 
The next statistic that I looked at is the Box-Pierce Q statistic.  This statistic tests whether a time series is a white noise process.  The null hypothesis in this test is that the residuals are a white noise process.  If the Q statistic is lower than the critical Chi-Squared value, then the null hypothesis cannot be rejected.   The results from this test are shown below:
	Model
	Box-Pierce Q Statistic
	DOF
	χ2 (10%)

	AR(1)
	72.2763
	100
	118.498

	AR(2)
	71.2123
	99
	117.407

	AR(3)
	69.7581
	98
	116.315

	AR(4)
	69.60817
	97
	115.2232


These results show that the Box-Pierce Q Statistic for all four models is less than the corresponding Chi-Squared value.  Thus, we do not reject the null hypothesis that the residuals are a white noise process.  

Based on the results from these tests and statistics, it appears that AR(4) model is the preferred model to forecast  wine sales.  The AR(4) model had the Durbin-Watson statistic closest to 2 and the lowest Box-Pierce statistic .
Forecast and Model Evaluation

Using the AR(4) model, the next step is to forecast the monthly Australian wine sales from January 1990 to December 1990 and compare it to the actual results from January 1990 to December 1990.  Recall the formula for AR(4) is: Yt  = 291.5412 + 0.1188Yt-1- 0.0052Yt-2 + 0.1994Yt-3 + 0.0156Yt-4
Using this formula, I forecasted the next 12 months of Australian wine sales.  The graph can be seen in Figure 5 below:
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Figure 5
Conclusion
It can be seen from the graph of the predicted values that the AR(4) model fits the data well.  For the most part, the predicted wine sales follow the same pattern as the actual wine sales.   Based on the statistics (Durbin-Watson statistic very close to 2, Box-Pierce Q statistic less than the critical Chi-squared statistic at 10% significance and the sum of the coefficients less than one), and the ex-post graph, it can be concluded that the AR(4) model is a good fit for the monthly Australian wine sales. 
