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VEE Time Series - Summer 2011




Quarterly Marriages in England & Wales
Introduction

The purpose of this time series project is to see the trend and seasonality of marriages by quarter in England and Wales.  I was married in England in January of this year.  I’m curious to see if I can estimate the number of marriages that occurred that quarter.  
I obtained the data for the time series of marriages from the website: http://www.statistics.gov.uk/statbase/Product.asp?vlnk=14275.   The data period is from 1999 - 2008 with a total of 40 data points.
 Model Specification
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The graph below shows the number of marriages by quarter in England and Wales between January 1999 and December 2008.  The seasonality of this series is evident with higher numbers during the third quarter and lower numbers during the first and fourth quarters.  This is not surprising given the weather in England and Wales!  I was very lucky to have only a slightly cloudy day on my wedding day!
The correlogram below confirms the seasonality in the data.  The autocorrelations are high at lag 4, 8, 12, etc., slowly declining to zero.  
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. 
I have taken the quarterly differences to eliminate the effect of seasonality on the series.  The following graph is the sample autocorrelation after taking the quarterly differences:
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The sample autocorrelation quickly decreases to zero. 

Model Fitting

First, I examined the data using just an autoregressive component.  

	Model
	Equation
	Adjusted R2

	AR(1)
	Yt = 0.7961Yt-1 + 2251.55
	0.5652

	AR(2)
	Yt = 1.6594Yt-1 -1.5951Yt-2 + 2405.47
	0.7013

	AR(3)
	Yt = 1.5614Yt-1 – 1.1985Yt-2 – 0.707Yt-3 + 2945.87
	0.7101


The requirements for stationarity are:
Φ1 + Φ2 + … + Φp < 1

          |Φp| < 1

Only AR(1) and AR(3) meet these requirements.  
	Model
	Durbin-Watson Statistic
	Box-Pierce Q Statistic 

(at lag 20)
	Chi-Square

	AR(1)
	1.44968
	1.60395
	27.20357

	AR(3)
	1.79764
	5.33623
	27.20357


The closer the Durbin-Watson Statistic is to zero, the less serial correlation in the data.  The AR(3) is closest to two of the models.  This corresponds with what the adjusted R2 is telling us above. 
The Box-Pierce Q Statistic tests whether or not the model follows a white noise process.  The null hypothesis is that the residuals are a white noise process.  The Box-Pierce Q Statistic for both models say that we can not reject the null hypothesis because the Box-Pierce Q Statistics are well below the Chi-Square statistic at a 10% significance level.
Therefore, I will just use the AR(3) model for forecasting. 

Forecasting

 I used the AR(3) model to forecast for the 2007 data.  From the graph below, we can see that the AR(3) model appears to be quite a good fit!  
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