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Let’s help Tiger 
 

Introduction 

For the past 12 years or so, Tiger Woods was to be the number one golfer on the PGA tour. 
Right now, he seems to really struggle with his golf game. By using a regression model on 
2010 PGA tour players statistics, I will to try to find out what are the most important variables 
that explain the player’s ranking (Fedex Cup) on tour. I will then give Tiger some 
recommendations on what he needs to improve to be the number one golfer again. 
 
All the calculations and analysis were performed using R. Programming code is incorporated in 
the report. The Excel file joined to this report includes all the data used for the analysis. 

 

Data  

Source 

All the data used for my regression analysis has been extract from the PGA tour website 
(www.pgatour.com) for years 2009 and 2010. There are thousand of statistics available on this 
website but here is a summary of the data I choose to import based on my intuition of what 
could be significant variables in trying to better understand a golfer’s ranking. Year 2009 data 
will only be use to test the consistency of the model at the end of the process. 

Dependant variable 

The dependant variable (Y) that I will try to explain is the 2010 Fedex Cup ranking. During the 
regular season, players accumulate point based on their result on each event. Larger events 
(Majors) give more points.  
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Independent Variables Description 

Variable Description 

Scoring 
average 

The weighted scoring average which takes the stroke average of the field into 
account. It is computed by adding a player's total strokes to an adjustment and 
dividing by the total rounds played. The adjustment is computed by determining 
the stroke average of the field for each round played. This average is subtracted 
from par to create an adjustment for each round. A player accumulates these 
adjustments for each round played. 

Nb of events Number of official events played 

Driving 
distance 

The average number of yards per measured drive. These drives are measured 
on two holes per round. Care is taken to select two holes which face in opposite 
directions to counteract the effect of wind. Drives are measured to the point at 
which they come to rest regardless of whether they are in the fairway or not. 

Driving 
accuracy  

The percentage of time a tee shot comes to rest in the fairway (regardless of 
club). 

Greens in 
regulation 
(GiR) 

The percent of time a player was able to hit the green in regulation (greens hit in 
regulation/holes played). Note: A green is considered hit in regulation if any 
portion of the ball is touching the putting surface after the GIR stroke has been 
taken.  

Scrambling The percent of time a player misses the green in regulation, but still makes par 
or better. 

Putt Gained The number of putts a player takes from a specific distance is measured against 
a statistical baseline to determine the player's strokes gained or lost on a hole. 
The sum of the values for all holes played in a round minus the field average 
strokes gained/lost for the round is the player's Strokes gained/lost for that 
round. The sum of strokes gained for each round are divided by total rounds 
played.  

Putting 
average 

The average number of putts per green in regulation. By using greens hit in 
regulation, it eliminate the effects of chipping close and one-putting in the 
computation. 

Putting total Total Putting is computed using 6 putting stats Putting from 3-5', Putting from 5-
10', Putting from 10-15', Putting from 15-20', Putting from 20-25' and Three Putt 
Avoidance from > 25'. Each statistic is given a numerical weighting based on 
the frequency of putts attempted from each distance. The players rank in each 
of the statistics used is multiplied by the corresponding weigh factor, totalled, 
and divided by the number of statistics used to produce the Total Putting Value. 

Sand save  The percent of time a player was able to get 'up and down' once in a greenside 
sand bunker (regardless of score). Note: 'Up and down' indicates it took the 
player 2 shots or less to put the ball in the hole from that point. 

Final round 
performance  

The percent of time a player's finish position improves or remains unchanged in 
the final round. 
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Data summary 
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Multicollinearity 

If two or more predictor variables in a multiple regression model are highly correlated, the coefficient estimates may change 
erratically in response to small changes in the model or the data. Let see the correlation matrix of our variables. 

 

 



 

Based on the correlation matrix

• I will not use sand save since it is highly correlated with scrambling and less with the 
Fedex ranking. Sand save is a part of the scrambling statistic.
with Scrambling. 

• I will use only Putting
include the more information on putting by its definition.

• Even if Driving_Dist and Dri
intuition makes me believe that they can provide a different signal.

Also, we cannot really say to Tiger “Improve your scoring average”, 
will ask us how and we will have no answer for him. Therefore we will not include this variable
to explain the FedEx ranking even if 

 

Regression model 

I will use a Multiple Linear Regression model of the form

 

Where, 

 

With the assumption that: 

1. Residuals are normally distributed,
2. The variance of the error is constant across observations 
3. Residuals are independent and not correlated COV
4. The predictors are linearly independent (multicollinearity).
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Based on the correlation matrix and 4 graphs above: 

I will not use sand save since it is highly correlated with scrambling and less with the 
Sand save is a part of the scrambling statistic. Its signal will be capture 

use only Putting_total since all putting statistic are very correlated 
include the more information on putting by its definition. 
Even if Driving_Dist and Driving_Acc are correlated, I will kept them both because my 
intuition makes me believe that they can provide a different signal. 

, we cannot really say to Tiger “Improve your scoring average”, it is not very specific, 
will ask us how and we will have no answer for him. Therefore we will not include this variable

edEx ranking even if they are highly correlated.  

ultiple Linear Regression model of the form 

Residuals are normally distributed, � ~N(µ=0,σ2) 
The variance of the error is constant across observations (homoscedasticity)

independent and not correlated COV(�i, �j) �0 ∀ i,j 
are linearly independent (multicollinearity). 

 

I will not use sand save since it is highly correlated with scrambling and less with the 
signal will be capture 

putting statistic are very correlated and this variable 

ving_Acc are correlated, I will kept them both because my 

it is not very specific, he 
will ask us how and we will have no answer for him. Therefore we will not include this variable 

 

(homoscedasticity) 
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Let’s fit a first linear model that includes all the dependant variables to see if it seems to be 
globally adequate in our case. 

 

We see that R2 is low, this shows us that the goodness of fit is not good, maybe a linear model 
is not adequate on the FedEx ranking or that our independent variables are not really good 
indicators of the ranking. Since we saw that the FedEx ranking is highly correlated with the 
Scoring average, let’s see if a linear model on this variable would be better.  
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The adjusted R2 is much better and the regression is globally significant, we can now conclude 
that a multiple linear regression on the Scoring average would be a better response variable 
then the FedEx Cup ranking.  

Before continuing with the Scoring average as our response variable, let’s make sure that we 
will be able to help Tiger with our better understanding of this statistic.   

 

 

The R2 is high and the graph clearly indicates a linear relation. 

Let’s now try to find a model. 
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Model Selection 

Approaches to find the best model:  
 
1. Forward selection, starting with no variables in the model, trying out the variables one by 

one and including them if they are 'statistically significant' (using p-value, α = 5%). 
• using function add1() in R 

2. Backward selection, starting with all candidate variables and testing them one by one for 
statistical significance, deleting any that are not significant (using p-value, α = 5%). 

• using function drop1() in R 
3. Combination of the above, testing at each stage for variables to be included or excluded 

(using AIC as criteria). [Chosen Approach] 
• using function step() in R 

 
Resulting model using Stepwise approach is presented below. Detailed results (steps) from R 
are presented in appendix. 
 

 
Let’s validate that model. 
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Final Assessment of the model 
 
To assess if the model is adequate, I will verify that my initial assumptions hold: 

A. I will look at the QQ-Plot to see the normality of the residuals  

[assumption # 1: � ~N(µ=0,σ2)] 
B. I will look at the residual graph to assess that the standard deviations of the error terms 

are constant and do not depend on the x-value and that they are uncorrelated 
[assumption # 2: VAR(�i) = σ2 ∀ i] [assumption # 3: COV(�i, �j) ≠0 ∀ i,j ] 

C. I will look at the Shapiro-Wilk test to see if residuals could be normally distributed. 
D. I will look at the variance inflation factor (VIF) for multicollinearity (assumption #4) 

 
QQ Plot 
 

 
 
A QQ plot of the residuals shows slight normality, although there appears to be a slight 
deviation from normality in the tails.  
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Residuals vs Fitted 

 

A plot of the residuals versus the fitted values show that the residuals appear uncorrelated and 
seem to have constant variance. 

 

Shapiro-Wilk 

 

Ho: The residuals are normally distributed 
Ha: The residuals are not normally distributed 

A Shapiro-Wilk normality test produces a p-value of .2295, which leads me to fail to reject the 
null hypothesis that the residuals are normally distributed. 

Variance inflation Factor 

 

Usually, VIF of 5 or 10 and above indicates a multicollinearity problem, our model is ok.  
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Consistency 
 
Finally, if we would have used 2009 data, the following result would be obtain. 
 

 
 
We can see that the consistency of our model is fine. 
 
 
Final recommendations to Tiger 
 
So finally, for Tiger to be numero uno again, we can conclude that he should concentrate on 
his short game, scrambling and putting. Isn’t it a surprising conclusion?  
 
You’re welcome Tiger, call me any time. 
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Appendix 
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