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Monthly Sugar Prices

Introduction

Sugar is a commodity that people use everyday. It is one of the main ingredients in everything we eat or drink. As a person who loves to bake and cook, I have noticed in the recent years the increase price of sugar at the grocery stores. Therefore, I have decided to review the historical data of sugar and find an ARIMA model that can predict future prices.
Data
The data used for this analysis was obtained from the following website:
http://www.indexmundi.com/commodities/?commodity=sugar&months=360
This data shows the 30-year monthly price of sugar per pound in US dollars from August 1981 to August 2011. The chart below shows a graph of the data.
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The graph appears to have a steep upward trend in the recent years and especially in the recent months. Based on the graph above and the data in the given Excel spreadsheet on tab TimeSeries Data, there does not appear to be any seasonality in the price of sugar. 

Autocorrelation
Now I will use the autocorrelation function to examine its dependence on time. The autocorrelation function at lag k can be calculated by: 
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Based on the graph above, the correlation for the earlier lags is quite high and at lag 63, declines. The correlation then begins to increase and becomes positive around lag 152. It then slowly decreases and becomes negative again at lag 259. Finally at lag 347, the correlation becomes positive again. As can be seen in worksheet Autocorrelation in the attached Excel spreadsheet, the highlighted dates show when the correction changes from positive to negative. There are 4 “dip” points in the years 1986, 1994, 2003, and 2010. The years between the dips span between 7-9 years apart. I see no signs of seasonality in the data but the possibility a cynical cycle. 
Based on the graph above, one can assume that the data’s mean and variance change due to some external forces (import laws, bad crop season ect.). Therefore, this is not a stationary process. 

First Differences

Since our data is not a stationary process, it must be transformed into one. We will start by taking first differences in an attempt to model the data. Below is the graph showing the first differences of the monthly 30-year sugar prices. 
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This graph shows much less trend than the original graph of data. Therefore, I ran an autocorrelation on the first differences prices of sugar to determine if that data was stationary. The graph below shows the Correlogram of the first differences of sugar prices. This graph shows a more clear view of random fluctuation between positive and negative values and is more centered on zero. Therefore, we can now assume to have a stationary model. 
[image: image4.emf]Correlogram of First Differences
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Model Fitting

Now that we have a stationary model, I will fit the data to various ARIMA models. The Excel regression analysis tool was used to test the following models: ARIMA (1,1,0), ARIMA (2,1,0) and ARIMA (3,1,0). The results are as followed:

ARIMA (1,1,0): Y(t) = .144 + .064Y(t-1)
	SUMMARY OUTPUT--First Differences
	
	
	
	

	
	
	
	
	
	

	Regression Statistics
	
	
	
	

	Multiple R
	0.116269081
	
	
	
	

	R Square
	0.013518499
	
	
	
	

	Adjusted R Square
	0.010755246
	
	
	
	

	Standard Error
	1.252776255
	
	
	
	

	Observations
	359
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	7.678117881
	7.678118
	4.89224
	0.027610425

	Residual
	357
	560.2930593
	1.569448
	
	

	Total
	358
	567.9711772
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.063527862
	0.066172554
	0.960033
	0.337688
	

	Y(t-1)
	0.143677612
	0.064958386
	2.211841
	0.02761
	


ARIMA (1,1,0) Graph of Actual vs. Estimated
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ARIMA (2,1,0): Y(t) = .0549 + .0934Y(t-1) + .06996Y(t-2)
	SUMMARY OUTPUT
	
	
	
	
	

	
	
	
	
	
	

	Regression Statistics
	
	
	
	

	Multiple R
	0.104855919
	
	
	
	

	R Square
	0.010994764
	
	
	
	

	Adjusted R Square
	0.005422903
	
	
	
	

	Standard Error
	1.247800837
	
	
	
	

	Observations
	358
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	6.144778191
	3.072389
	1.973266
	0.140523803

	Residual
	355
	552.7374598
	1.557007
	
	

	Total
	357
	558.882238
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.05487213
	0.066036882
	0.830932
	0.406571
	

	Y(t-1)
	0.093416951
	0.069321449
	1.347591
	0.178649
	

	Y(t-2)
	0.069958547
	0.068315296
	1.024054
	0.306507
	


ARIMA (2,1,0) Graph of Actual vs. Estimated
[image: image6.emf]ARIMA (2,1,0)
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ARIMA (3,1,0): Y(t) = .0644 + .1109Y(t-1) + .1284Y(t-2) + .0912Y(t-2)
	SUMMARY OUTPUT
	
	
	
	
	

	
	
	
	
	
	

	Regression Statistics
	
	
	
	

	Multiple R
	0.149244152
	
	
	
	

	R Square
	0.022273817
	
	
	
	

	Adjusted R Square
	0.013964529
	
	
	
	

	Standard Error
	1.239143237
	
	
	
	

	Observations
	357
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	12.34795755
	4.115986
	2.680593
	0.046787356

	Residual
	353
	542.0230144
	1.535476
	
	

	Total
	356
	554.370972
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.064427235
	0.065683807
	0.980869
	0.327329
	

	Y(t-1)
	0.110940011
	0.069219061
	1.602738
	0.109887
	

	Y(t-2)
	0.128431826
	0.072059718
	1.782297
	0.07556
	

	Y(t-3)
	-0.091237437
	0.06800667
	-1.3416
	0.18059
	


ARIMA (3,1,0) Graph of Actual vs. Estimated
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Conclusion

Based on the analysis above, it does not appear that any of the models would be the best fit to predict future prices of sugar. The R-Squared value actually decreases from the ARMIA (1,0,0) model to the ARMIA (2,1,0) and then again increases to its highest value in the ARMIA(3,1,0) model. Also the p-values appear to be highest for the ARMIA (2,1,0) model. Out of all three of the models run, ARMIA (3,1,0) would be the best fit. However, possibility due to the randomness and cynical nature of the data, further analysis should be done before choosing to use the ARMIA (3,1,0) model to predict future sugar prices. 
