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Regression Analysis

Student Project

Summer 2006 Session

"It Tastes Good for a Reason"

What Makes a Delicious Ice Cream?

Reading through sample student projects for the Regression Analysis course, I stumbled upon a write-up by a creative young woman, who examined the relationship between calories in Ben & Jerry's ice cream - viewed as the dependent variable - upon independent variables such as the amount of fat and cholesterol.  While I admired her attention to calories, my freezer surface has a magnetic dancing pig with the cheerful slogan, "I never said I wanted to be a size 4."  I decided to analyze Ben & Jerry's Ice Cream from a different perspective, namely, trying to predict how much people enjoy eating a Ben & Jerry's ice cream flavour based on the nutritional content.  I was tempted to taste all the flavours and rank them, but in order to make the study truly scientific, I used rankings available on the Ben & Jerry's website, which are averaged from anyone who chooses to vote.  The same website provided nutritional information such as calories, sugar, fat, salt, and others; I selected potential independent variables from these.  Interestingly, at the top of the Nutrition Facts page, Ben & Jerry's had the slogan, "It Tastes Good for a Reason."  I viewed this as a preliminary indication that I could develop a model to explain the flavour rankings based on nutritional content - since why would Ben & Jerry's say that if they hadn't run a regression analysis?  Just to make sure, and to get a little more precision, I performed some analysis which I describe below.

Sample Selection
At http://www.benjerry.com/flavors/our-flavors/ (follow Flavor Ratings link), Ben & Jerry's provided ratings for 87 flavours.  See the Ratings tab of the attached Excel file for the values, as well as the number of votes contributing to each rating, as of 8-31-11.  Nutritional info was provided at http://www.benjerry.com/scoop-shops/menu/scoop-shop-nutritional.pdf, for 39 flavours; I extracted these values on 9-1-11.  See the Nutritional Info tab for this information.  The tab labelled "It Tastes Good for a Reason" provides a screen shot of the nutritional info webpage, mostly for your amusement so you can see the slogan.  The following tab, labelled "Select Flavours," combines the info from the prior tabs and determines that there are 29 flavours for which Ben & Jerry's provides both nutritional information and ratings.  I used these as possibilities for my sample.  I considered whether I would need to eliminate any flavours if they did not have enough votes - for instance "Apple-y Ever After" has only one vote contributing to its rating - but the lowest number of votes for any flavour in the list of 29 was 904.  So I view all 29 ratings as valid data.
I ordered the list by decreasing ratings, and threw out every third data point, leaving me with 20 flavours (see Data for Model Development tab for the list of flavours).  I reserved the other 9 to use in testing my model.  You can see these split out on the Raw Data tab, along with nutritional information.
Independent Variables
Ben & Jerry's provided Calories, Calories from Fat, Total Fat, Saturated Fat, Mono Unsaturated Fat, Cholesterol, Sodium, Carbohydrates, Dietary Fiber, Sugar, Protein, Vitamin A, Vitamin C, Calcium, and Iron.  Calories from Fat seemed to be proportional to the total fat amount (with slight variation which I think is probably due to rounding) so I eliminated Calories from Fat as a possible independent variable; while the random perturbations from rounding would have allowed the regression to have a solution despite perfect multicollinearity, I'm sure it wouldn't have helped the accuracy of the results.  I thought it was unlikely that people could taste the vitamins, minerals, or fiber, or tell the difference between saturated and unsaturated fats based on the taste.   This allowed me to narrow the field to six independent variables:
Calories, Total Fat, Cholesterol, Sodium, Carbohydrates, and Sugar.

Refining the Sample
I ran a regression on all six independent variables for the 20 flavours in my sample.  The results are displayed in "Regress on all Indep v1."  The Adjusted R2 was 36.7%, meaning that only 36.7% of the variation in the ratings is explained by this model.  I thought this could possibly be improved by further consideration of the data.  The chart below displays the dependent variable at left (Rating x 100) and the six independent variables at right.  Values are given per 1/2 cup serving.  The coloured flavours are all variant types of ice cream and upon further consideration, I think they should be excluded, for reasons explained below the chart.  
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462 Chocolate Therapy 220          12            35              55         27            22          

460 Phish Food 240          11            30              60         32            23          

451 Coconut Seven Layer Bar 280          18            50              45         26            20          

449 Strawberry Cheesecake 220          12            45              40         23            18          

446 Fair Goodness Cake 230          14            50              40         23            21          

446 Sweet Cream & Cookies 220          13            55              95         24            18          

444 Milk & Cookies 250          14            50              105       28            22          

442 Chocolate Fudge Brownie 220          10            35              60         28            24          

437 New York Super Fudge Chunk 270          16            30              55         28            23          

437 Triple Caramel Chunk 230          12            50              90         30            23          

431 Cherry Garcia 220          11            50              30         26            21          

428 Chunky Monkey 250          15            45              25         27            24          

423 Vanilla HEATH Bar Crunch 260          16            55              95         27            25          

422 Bonnaroo Buzz 250          13            50              100       28            23          

415 Vanilla 130          2              20              70         25            16           <--- low fat yogurt - eliminate from refined data

412 Mint Chocolate Chunk 230          14            50              45         23            20          

401 Mango Mango 100          -           -             10         27            23           <--- sorbet - eliminate from refined data

400 Coffee 190          11            60              50         18            16          

393 Berry Berry Extraordinary 100          -           -             5          27            23           <--- sorbet - eliminate from refined data

390 Vanilla Fudge Chip 180          13            45              40         20            3             <--- no sugar added - eliminate from refined data


The yellow flavour is a low-fat yogurt, and the pink flavours are sorbet.  These have little or no fat, and are also significantly lower in cholesterol.  A regression analysis assumes a linear relationship between the rating and fat, which is not a reasonable expectation when moving from a no-fat sorbet to a full-fat ice cream.  We would intuitively expect the actual ratings to be much higher than those predicted by a regression equation based solely on the other data points, and including them would tilt the regression line clockwise.  I graphed the regression line with fat as the only independent variable in the hope to see this impact.  The graph is below.  (See the tab "fat v1" for the source.)  The three points under discussion are those at the far left.  It is very difficult to tell just by looking at this graph that they are outliers.  This is partly because all of the residuals are quite high - which is to be expected as this is only one of the explanatory variables.  Also, since the regression line was drawn assuming these points are included, and the sum of the squares of the residuals is minimized, the regression line will not be very far from these points.  Since they are so far to the left of the others, they will have a big influence on the slope of the regression line.  For these reasons, we can't tell from the graph, but for the intuitive reasons I described, I am excluding them.  Similarly, the brown flavour is a no sugar added variety, and I will exclude that as well.  
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Refining the Independent Variables
Using the revised sample as described in the prior subsection, I produced a correlation matrix for the six independent variables.  This is located on the same tab as the revised sample, "Data for Model Dev v2," and copied here:
[image: image3.emf]Calories Total Fat (g) Cholesterol (mg) Sodium (mg) Carbohydrates (g) Sugar (g)

Calories 1

Total Fat (g) 0.829599322 1

Cholesterol (mg) -0.218718505 0.150481475 1

Sodium (mg) 0.167848301 0.02576872 0.227157506 1

Carbohydrates (g) 0.526333414 0.022727508 -0.604744175 0.339174526 1

Sugar (g) 0.545568324 0.172081402 -0.467978812 0.229054543 0.81042395 1


The correlations between calories and the other independent variables are very high.  I ran a regression using calories as the dependent variable with the other 5 as the independent variables, and the result is displayed at "Calories vs Other Ind".  The adjusted R2 was 92.2%, showing that the number of calories is almost fully explained by the other 5 independent variables.
Based on the correlations and the results of the regression, I am going to drop Calories as an explanatory variable.  Hopefully reducing the multicollinearity among the independent variables will make it easier to interpret the results in a meaningful way.

As a side note, we could have expected this result based on the student project which inspired me to do this one.  The goal of that project was to find a regression model for calories as a function of the other nutritional elements, and my results are consistent with hers - though not exactly the same, which is to be expected since we did not use the same sample of flavours.
Regression of Revised Sample
Using the revised sample (with the 4 data points thrown out) and with independent variables Total Fat, Cholesterol, Sodium, Carbohydrates, and Sugar, I re-ran the regression analysis in the tab "Regress on all Indep v2"   The adjusted R2 was 30.4%, which is 6.3% lower than the result before I refined the sample and variables.  [In the tab " Regress on all Indep rev sample" I re-ran the regression with revised sample without dropping the independent variable of calories, and got an adjusted R2 of 30.9%.  So, dropping calories reduces R2  by only an additional 0.5%, corroborating our expectation that calories does not add much explanatory power and confirming we should drop it.  I think it is correct to simplify the model for such a small difference in R2.] 
Unfortunately, since I think my reasoning was sound, there are no backsies about the revised sample and I am stuck with the 30.4%.  My interpretation is that the previous results were misleading, due to the fact that the excluded sample points had both low fat (or sugar) and lower than average ratings - being able to distinguish at all between a low-fat or low-sugar variety could improve the apparent explanatory power of the model, without leading to a model which represents the data in a useful way.  As a side note, if I were set on including the extra varieties (low fat and low sugar) and I had more data points, I would add a dummy variable for each of low fat and low sugar and distinguish in that way.  As it is, there are not enough data points in the low fat and low sugar categories to consider this.  Furthermore, my model does not seem to have much explanatory power even sticking to the regular delicious high fat and sugar ice cream.  Let's focus on that problem and see if we can improve the model.
Sodium has an extremely high P-value of 96.3%, meaning that if the null hypothesis that "the coefficient of sodium in the regression equation should be zero" is true, we will see values at least as extreme as the ones we observed over 96% of the time.  Thus we do not reject the null hypothesis, i.e., based on the sample we chose it appears there is a high probability that sodium does not influence the rating.  Consistently with the message conveyed by the P-value, the T-statistic for sodium is -0.047, which is not significant.  So we will drop sodium as an independent variable.

See "Data for Model Dev v3" for the data rearranged to make this easier, and a correlation matrix among the remaining independent variables of fat, cholesterol, carbohydrates, and sugar, copied below.
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Total Fat (g) 1

Cholesterol (mg) 0.150481475 1

Carbohydrates (g) 0.022727508 -0.604744175 1

Sugar (g) 0.172081402 -0.467978812 0.81042395 1


On the tab "Regress on all Indep v3," we regress on Total Fat, Cholesterol, Carbohydrates, and Sugar.  The adjusted R2 is 36.7%, which is a slight improvement.  To see if I could further improve the model, I considered whether any of the remaining four variables could be eliminated.  
Since carbohydrates and sugar are 81% correlated, I thought perhaps one could be removed.  
Carbohydrates also had high correlation with the other explanatory variables, so I tried removing that.  In the tab "Regress Ratings on Fat+Chol+Sug," I found that the adjusted R2 goes down to 19.9% so it appears leaving carbohydrates in the model improves its explanatory value.  Nevertheless, some multicollinearity is present; in "Regress Carbs on Fat+Chol+Sug" we found an adjusted R2 of 65.6%, when regressing carbohydrates on the independent variables of fat, cholesterol, and sugar.
Total Fat had a relatively high P-value of 50%, and a relatively low T-statistic of 0.7.  I restricted the regression to the independent variables Carbohydrates, Cholesterol, and Sugar on the tab "Regr Ratings on Carb+chol+sug."  Since the T-statistic for fat is less than 1, we expect this to increase the adjusted R2.  We are not disappointed; it rises to 39.4%.  As this allows us to both simplify the model and improve the adjusted R2, I am dropping fat as an independent variable.
In the next section, we elaborate on the results of the regression on the three explanatory variables of cholesterol, carbohydrates, and sugar.  In the following section, we discuss areas for possible improvement.
Results
Based on the work above, the best regression model we found to explain the flavour ratings depended on the three independent variables of cholesterol, carbohydrates, and sugar.  The charts below summarize the results of this model, with discussion below each chart.  The source tab for the charts is "Regr Ratings on Carb+chol+sug."
[image: image5.emf]Regression Statistics

Multiple R 0.717881483

R Square 0.515353823

Adjusted R Square 0.394192279

Standard Error 13.11945389

Observations 16


The key takeaway from this chart is that the least-squares regression on these three variables was able to explain 39.4% of the variation in the independent variable for this sample.
[image: image6.emf]Coefficients Standard Error t Stat P-value

Intercept 462.3520463 50.96200854 9.072484769 1.01433E-06

Carbohydrates (g) 3.929064533 1.932315574 2.033345167 0.064745807

Cholesterol (mg) -0.769138395 0.471188083 -1.632338385 0.128554412

Sugar (g) -4.317257444 2.313145809 -1.866400911 0.086603471


The coefficients column allows us to write the regression equation as
Rating = 462.35 + 3.93 * [g of carbohydrates] - 76.97 * [mg of cholesterol] - 4.31 * [g of sugar].

The t Stat column shows that only carbohydrates has a t statistic over 2, implying it is significant.  However, sugar and cholesterol are both "close."  To make this more precise, we look at the P-value column.  Carbohydrates has a P-value of 6.5%, sugar 8.7%, and cholesterol 12.9%.  So we can reject the null hypothesis that the coefficient of sugar (or carbohydrates) should be 0 at the 10% significance level.  Cholesterol misses that distinction by only 2.9%; we can only reject at the 13% significance level.  Given the exploratory nature of this experiment and that if we chose to use it for real-world projections, opportunity for further study would be available, I am comfortable with that level of significance and am leaving all three variables in the model.
The chart below shows the residuals, i.e., the actual ratings for the flavours in my sample minus the ratings predicted by the regression model.  Most residuals are fairly small; keep in mind that a residual with absolute value below 10 corresponds to a rating difference of less than 0.1, since I multiplied the ratings by 100.  

Of the sixteen data points, ten have residual magnitudes below 10, six between 10 and 20, and one at 22.4, for Fair Goodness Cake.  I'm planning to try that flavour immediately.
[image: image7.emf]Flavour Actual Rating (x 100) Predicted Rating (x 100) Residuals

Chocolate Therapy 462 446.54                            15.46            

Phish Food 460 465.71                            (5.71)             

Coconut Seven Layer Bar 451 439.71                            11.29            

Strawberry Cheesecake 449 440.40                            8.60              

Fair Goodness Cake 446 423.60                            22.40            

Sweet Cream & Cookies 446 436.64                            9.36              

Milk & Cookies 444 438.93                            5.07              

Chocolate Fudge Brownie 442 441.83                            0.17              

New York Super Fudge Chunk 437 449.99                            (12.99)           

Triple Caramel Chunk 437 442.47                            (5.47)             

Cherry Garcia 431 435.39                            (4.39)             

Chunky Monkey 428 430.21                            (2.21)             

Vanilla HEATH Bar Crunch 423 418.20                            4.80              

Bonnaroo Buzz 422 434.61                            (12.61)           

Mint Chocolate Chunk 412 427.92                            (15.92)           

Coffee 400 417.85                            (17.85)           


By the way, I haven't been mentioning the F statistic as we've been going along, since it's been pretty clear throughout the testing that the regression overall was significant.  For the final model, the F statistic is 4.25, with significance 0.029, meaning that we can reject the hypothesis that ratings do not have any linear dependence on any of the independent variables of cholesterol, sugar, and carbohydrates (all coefficients should be zero) at 2.9% significance.
Now it's time to try our model on the nine data points we set aside at the beginning.  None of the flavours fit into any of the special low-fat or low-sugar categories I excluded from my sample, so I was able to use all of them.  The chart below shows the Actual Ratings from the Ben & Jerry's website versus the predicted rating using the regression equation above.  See the tab "Test Forecast Ability" for calculations.
[image: image8.emf]Flavour Actual Rating (x 100) Predicted Rating (x 100) Residuals

Half Baked 459 485.19                            (26.19)           

Coffee Coffee BuzzBuzzBuzz 447 423.60                            23.40            

Imagine Whirled Peace 444 418.67                            25.33            

Chocolate Fudge Brownie 442 476.86                            (34.86)           

Chocolate Peanut Buttery Swirl 435 443.77                            (8.77)             

Late Night Snack 428 455.81                            (27.81)           

Peanut Brittle 418 451.02                            (33.02)           

Butter Pecan 401 425.93                            (24.93)           

Strawberry 397 429.39                            (32.39)           


Most of the differences are between 20 and 35. This is very large considering that the range of actual rating values among all points tested (in the sample and in this test) is 462 - 397 = 65.  I tried calculating R2 and found that ESS = 6,701 is larger than TSS = 3,573.  If instead of doing all this analysis, we used the mean Actual Rating from the 16-flavour sample as a predictor for every flavour, then ESS would equal 3,985.  [If we used the mean Actual Rating for the flavours in the forecast test, then ESS would equal TSS.], So the errors from my model are worse than just using the mean as a predictor.  That is assuming our goal is to minimize the squared errors, but I can't think of any metric that makes my model look good.  If I could, I would pick a less analytical field to work in where I could capitalize on my creativity and spin skills more.
Discussion and Conclusions
Here are some reasons which may explain the worthlessness of my model.

1. Multicollinearity
There is ample evidence of multicollinearity among the independent variables.  First, I already noted the high correlations, particularly between sugar and carbohydrates.  Second, the coefficients of my model are an indication.  Recall that my model gives
Rating x 100 = 462.35 + 3.93 * [g of carbohydrates] - 76.97 * [mg of cholesterol] - 4.31 * [g of sugar].

If there were no multicollinearity, we would expect each coefficient to be an indication of how much a change in that variable influenced the rating.  For example, this model says that if you add one gram of sugar to a scoop of ice cream, the average rating will decrease by 0.0431.  This is counterintuitive since I would expect more sugar to increase the rating.  What I think is happening is that since for example sugar and carbohydrates are highly correlated, if you increase the sugar, you also (on average) increase the carbohydrates, so the ratings gain from that variable compensates for the ratings loss from sugar.

For the original sample, the multicollinearity does not bias the results, but when I tried to apply the model to a different sample, I found that I had overfit the data.  The interrelation between the various independent variables is not the same for the forecast sample as it was for the development sample.

Based on the F statistic I think there is still some value in using these elements as predictors of rating.  However, it would not be easy to get around the multicollinearity.  One thing to try would be to make one independent variable, "nutritional content," which would be a linear combination of the independent variables we used.  The challenge would be deciding what to use as coefficients.
2. Omitted Variables
At the start of this project, I made choices about what variables to include and exclude.  I did not consider non-nutritional items such as color (which influence people's perception of a flavour), inclusion of chocolate, fruit, or nuts, or chunkiness versus smoothness.  These could be handled with dummy variables.

Among nutiritional items, I could try splitting Total Fat into Saturated Fat and Mono Unsaturated Fat.  I could consider including Dietary Fiber, Protein, Vitamin A, Vitamin C, Calcium, and Iron.  

3. Non-linear relationships
Reasons 1 and 2 present technical challenges, which could theoretically be solved with enough time and cleverness.  Reason 3 is a more fundamental concern.  I think that no matter how much we refine our mathematical approach, any resulting regression model will have limited predictive power.  Taste is a complex thing and depends on combination of flavours.  Adding a little salt to a flavour with caramel and chocolate (Triple Caramel Chunk) may improve the flavour.  Adding a little more may make it taste too salty.  And the Strawberry Cheesecake flavour tastes best with much less salt than you would put in Triple Caramel Chunk.
My conclusion is that the only way to be sure how good a flavour tastes involves a scoop, a cone, and my tongue.
