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Introduction

I based my project on diamonds and how much of the price depends on the 3 C’s (carat, clarity, and color).  This analysis will allow consumers to know what to look for when buying a diamond as well as give awareness to seeing through the “good deals” that companies are promoting.  In my project, I found data with 4 C’s so I used this as my basis for my analysis
Data

I found my data for my project on “Pricing the C’s of Diamond Stones” by Singfat Chu in the Journal of Statistics Education Volumn 9, Number 2 (2001) http://www.amstat.org/publications/jse/v9n2/datasets.chu.html.

The regression model is: Y = α + β1 X1+ β2 X2+ β3 X3+ β4 X4

X1 =Carat, the weight of the diamond

X2 = Color, D, E, F, G, H or I
X3 = Clarity - IF, VVS1, VVS2, VS1 or VS2
X4 = Certification Body - GIA, IGI or HRD
Y = Price in Singapore $

α = y-intercept
Hypothesis
The null hypothesis is that all least squares coefficients are equal to zero.  This means that β1 = β2= β3 = β4 = 0.

Correlation of Variables
	Table 1 

Correlation of Variables

	
	Carat
	Colour
	Clarity
	Certification Body

	Carat
	1.0000
	
	
	

	Colour
	0.1177
	1.0000
	
	

	Clarity
	0.3373
	(0.0956)
	1.0000
	

	Certification Body
	0.1147
	0.0725
	(0.2508)
	1.0000


From the correlation table above one can observe that the clarity is most correlated with carat.  Clarity is also negatively correlated with the certification body.  The correlation is fairly low for all our observations.
Starting Model (4 Variables)

The first model to test is the one including all variables with the following equation:

Y = 412.555 + 12,605.457*X1 – 552.447*X2 – 442.777*X3 + 5.156*X4

Using Excel’s regression add-in we analyzed the data with the equation above.  Below are the results from this analysis.
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Regression Statistics

Multiple R 0.97653              

R Square 0.95361              

Adjusted R Square 0.95300              

Standard Error 738                       

Observations 308

ANOVA

df SS MS F Significance F

Regression 4 3,390,489,827          847,622,457          1,557               0.00                    

Residual 303 164,937,520             544,348                 

Total 307 3,555,427,347         

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept 412.555               201.571                      2.047                       0.042               15.899                809.210            15.899              809.210           

Carat 12,605.457         167.349                      75.324                    0.000               12,276.143        12,934.770      12,276.143      12,934.770     

Colour (522.447)              30.563                        (17.094)                   0.000               (582.589)            (462.305)          (582.589)          (462.305)         

Clarity (442.777)              36.688                        (12.069)                   0.000               (514.972)            (370.582)          (514.972)          (370.582)         

Certification Body 5.156                    53.504                        0.096                       0.923               (100.131)            110.443            (100.131)          110.443           


From the regression analysis above we can see the variable with the highest p-value and lowest t-stat value is the certification body.  This tells us the risk of a diamond being fake is not a key component of the price of the diamond ring.
Simplified Model (3 Variables)

The certification body variable was removed from the regression process and re-ran with the Excel regression add-in.  The following formula is the fitted model for the 3-variable model:

Y = 422.71 + 12,608.90*X1 – 522.40*X2 – 443.85*X3
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Regression Statistics

Multiple R 0.97653                  

R Square 0.95361                  

Adjusted R Square 0.95315                  

Standard Error 737                          

Observations 308

ANOVA

df SS MS F Significance F

Regression 3 3,390,484,772    1,130,161,591    2,083             0.00                         

Residual 304 164,942,575        542,574               

Total 307 3,555,427,347   

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept 422.71                     171.57                   2.46                       0.01               85.10                        760.31                     85.10                        760.31                    

Carat 12,608.90               163.22                   77.25                    0.00               12,287.73               12,930.08               12,287.73               12,930.08              

Colour (522.40)                    30.51                     (17.12)                   0.00               (582.44)                    (462.36)                    (582.44)                    (462.36)                   

Clarity (443.85)                    34.89                     (12.72)                   0.00               (512.50)                    (375.21)                    (512.50)                    (375.21)                   


From the regression output above, one can see that all the remaining p-values are zero, but the lowest t-stat is for the clarity.  It should also be noted that the R-squared value for the 3-variable model is the exact same as the 4-variable model.  Also, the f-statistic is much higher than the 4-variable model.
Simplified Model (2 Variables)

The clarity variable was removed and re-ran using Excel’s regression add-in.  The following equation is for the 2-variable model:

Y = -725.27 + 11,876.59*X1 – 466.21*X2
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Regression Statistics

Multiple R 0.96380      

R Square 0.92891      

Adjusted R Square 0.92844      

Standard Error 910              

Observations 308              

ANOVA

df SS MS F Significance F

Regression 2 3,302,656,325          1,651,328,162          1,993         0.000                 

Residual 305 252,771,022             828,757                     

Total 307 3,555,427,347         

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept (725.27)        180.35                        (4.02)                           0.00            (1,080.15)           (370.40)         (1,080.15)        (370.40)           

Carat 11,876.59   188.76                        62.92                          0.00            11,505.16          12,248.03    11,505.16        12,248.03       

Colour (466.21)        37.31                          (12.50)                         0.00            (539.63)              (392.79)         (539.63)            (392.79)           


From the summary above, one can see the lowest t-state is the colour.  The R-squared value has also decreased quite a bit from the 3-variable model.  Note the F-statistic has also decreased from the 3-variable model.
Simplified Model (1 Variable)

The colour variable was removed and re-ran using Excel’s regression add-in.  The following equation is for the 1-variable model:

Y = -2298.358 + 11,598.88*X1
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Regression Statistics

Multiple R 0.94473    

R Square 0.89251    

Adjusted R Square 0.89216    

Standard Error 1,118        

Observations 308            

ANOVA

df SS MS F Significance F

Regression 1 3,173,248,722          3,173,248,722          2,540.73   0.00                    

Residual 306 382,178,624             1,248,950                 

Total 307 3,555,427,347         

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%

Intercept -2298.358 158.53                        (14.50)                         0.00            (2,610.31)           (1,986.41)        (2,610.31)            (1,986.41)           

X Variable 1 11598.88 230.11                        50.41                          0.00            11,146.08          12,051.68        11,146.08           12,051.68           


For the 1-variable regression analysis it can be seen that the t-stat is lower and the F-statistic is higher, however, the R-squared value has decreased significantly.
Conclusion
Based on the regression analysis above, the 3-variable model for the valuation of diamonds has the best fit.  This model has all p-values close to zero, a high R-squared value, and a high F-statistic value.  This means that the carat, colour and clarity are all needed to accurately model the price of diamonds and should all be reviewed when shopping for any diamond.
Below is a graph of the actual (series 1) to the predicted value (series 2).  They actual is very close to the predicted so we can feel comfortable with our model selection.
[image: image5.png]250

300

350

+ Series1

= Series2





