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Beer Prices

Introduction

Benjamin Franklin once said “Beer is proof that God loves us and wants us to be happy.” When my original baseball-themed project turned out to be a white noise process, I remembered Ben’s wisdom, first, to cope with my failure of a project, and second, as a new idea for a project.
Data

The data for this project came from the United States Department of Labor, Bureau of Labor Statistics website http://data.bls.gov. My data is a monthly compilation from January 1969 to July 2011 of the Consumer Price Index, US city average, under the category Beer, ale, and other malt beverages at home. There are a total of 511 observations:
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The graph shows a clear upward trend. Without even testing it, you can clearly see that there is a positive drift, and no seasonal component. Due to the drift, we know this is not a stationary process.
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By examining the correlogram, we confirm this is not a stationary process as there is no steep decline towards zero.

First Differences
To try to find a stationary time series, we will explore first differences.
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The graph of first differences appears to be stationary, let’s analyze the correlogram to test our findings.
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The correlogram displays random fluctuations above and below zero, which are ultimately decreasing towards zero. Additionally, using Bartlett’s test we can construct a 95% confidence interval around +/- 1.96 1/√511 = +/- 0.0867. Ten of the 511 observations, less than 2%, fell outside our confidence interval; therefore, we conclude the first differences to be a stationary process.
Model Fitting
Now that we have a stationary time series, we will experiment with various ARIMA models to find the best fit. We will use Excel’s Regression Analysis tool to test ARIMA (1,1,0), ARIMA (2,1,0) and ARIMA (3,1,0):
ARIMA (1,1,0)

Yt = 0.242 + 0.209Yt-1
	Regression Statistics
	
	
	
	

	Multiple R
	0.208444
	
	
	
	

	R Square
	0.043449
	
	
	
	

	Adjusted R Square
	0.041562
	
	
	
	

	Standard Error
	0.627484
	
	
	
	

	Observations
	509
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	1
	9.067403
	9.067403
	23.02915
	2.1E-06

	Residual
	507
	199.6241
	0.393736
	
	

	Total
	508
	208.6915
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.242005
	0.030877
	7.837811
	2.72E-14
	

	Yt-1
	0.208952
	0.043542
	4.79887
	2.1E-06
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ARIMA (2,1,0)

Yt = 0.256 + 0.220Yt-1 – 0.057Yt-2

	Regression Statistics
	
	
	
	

	Multiple R
	0.215465
	
	
	
	

	R Square
	0.046425
	
	
	
	

	Adjusted R Square
	0.042649
	
	
	
	

	Standard Error
	0.627682
	
	
	
	

	Observations
	508
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	2
	9.68655
	4.843275
	12.29306
	6.12E-06

	Residual
	505
	198.9622
	0.393985
	
	

	Total
	507
	208.6488
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.256236
	0.032789
	7.814572
	3.23E-14
	

	Yt-1
	0.220484
	0.044523
	4.952096
	1E-06
	

	Yt-2
	-0.05656
	0.04454
	-1.26976
	0.204754
	


[image: image6.png]ARIMA (2,1,0)

-1e
-Eny
-uep
-unp
-AON
-1dy
-das
6-q°4
aul}
6-220
-Aenl
6-190
6-1eN
8-ny
g-uer
g-un(
8-AON
-1dy.
g-das
8-q24
-nr
£-330a
-hey
L-10
L-1eN
-8ny

10.0

-uer

Date

Forecasted

——Actual





ARIMA (3,1,0)
Yt = 0.243 + 0.223Yt-1 – 0.068Yt-2 + 0.050Yt-3

	Regression Statistics
	
	
	
	

	Multiple R
	0.220828
	
	
	
	

	R Square
	0.048765
	
	
	
	

	Adjusted R Square
	0.043092
	
	
	
	

	Standard Error
	0.628092
	
	
	
	

	Observations
	507
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	df
	SS
	MS
	F
	Significance F

	Regression
	3
	10.17268
	3.390894
	8.59543071
	1.42E-05

	Residual
	503
	198.4333
	0.3945
	
	

	Total
	506
	208.606
	 
	 
	 

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	0.243473
	0.034879
	6.980455
	9.33692E-12
	

	Yt-1
	0.22339
	0.044638
	5.004478
	7.75785E-07
	

	Yt-2
	-0.06764
	0.045622
	-1.48269
	0.138782877
	

	Yt-3
	0.050318
	0.044736
	1.124783
	0.261217516
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Model Diagnostics
Now that I have three potential models to choose from, I must assess the quality and adequacy of each model to decide which model is the best fit. To do so, I will first compare their Adjusted R2 and F Statistics.

	Model
	Adjusted R2
	F Statistic

	ARIMA (1,1,0)
	0.0416
	2.10E-06

	ARIMA (2,1,0)
	0.0426
	6.12E-06

	ARIMA (3,1,0)
	0.0431
	1.42E-05


The Adjusted R2 increases and the F Statistic decreases with each model; however, I think the results are too similar to give any model the advantage without performing more diagnostics.
Next, I will compare their Durbin-Watson Statistics and their Box-Pierce Q Statistics. The Durbin-Watson Statistic is used to determine the serial correlation among residuals. A Durbin-Watson Statistic close to 2 means there is no autocorrelation. The Box-Pierce Q Statistic is used to test the null hypothesis that the residuals of this time series are a white noise process. If the Box-Pierce Q Statistic is less than the corresponding Chi-Squared distribution at a 10% significance level, then the null hypothesis cannot be rejected.
	Model
	Durbin-Watson Statistic
	Box-Pierce Q Statistic
	χ2 (10%)

	ARIMA (1,1,0)
	1.97668
	220.579
	548.213

	ARIMA (2,1,0)
	1.99444
	221.334
	547.173

	ARIMA (3,1,0)
	1.99905
	212.547
	546.133


All three models pass both tests. The results are very similar for all three, with the Durbin-Watson Statistic progressively closer to 2 as we increase the autoregressive parameter. By comparing the Box-Pierce Q Statistic, we can see that the null hypothesis that the residuals are a white noise process is far from rejected for each model.
Conclusion
Taking all the diagnostic results into consideration the ARIMA (3,1,0) appears to be a best fit. However, the results are very similar and the differences are almost negligible; therefore, by adhering to the principles of parsimony, I would pick the ARIMA (1,1,0) model to predict future beer prices. 
