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Time Series – Spring 2011

Student Project

Introduction
With the upcoming football season, I am interested to see if the passing yards of a quarterback during the regular season show any type of correlation between games. For example, if the passing yards are low in one game does that affect the passing yards during the next game? Also, I would like to see if the passing yards in the regular season can help forecast the passing yards in the post season. 

For this project, I used the passing yards for quarterback Peyton Manning of the Indianapolis Colts during the 2009 football season. 
Data

For this project, I used data from only 14 of the 16 regular season games. The last two of the 16 regular season games Peyton Manning did not play the whole game, so the passing yards in those games are not reminiscent of the rest of the data. The data was obtained through the website http://scores.espn.go.com/nfl/. The purpose is to analyze the data, fit an appropriate model and then attempt to forecast the number of passing yards in the post-season games. There were 3 post-season games including the Division and Conference playoffs and then the Superbowl.

Model Specification
The first thing to do is to test the data for stationarity. The first graph shows the passing yards by Peyton Manning for 14 regular season games. 
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By just glancing at the graph it appears the data does not have any type of trend. To confirm the non-stationarity of the time series I constructed a sample autocorrelation plot. 
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In order for a series to be considered stationary there must be a quick drop to zero in the autocorrelation plot. This plot drops to zero very quickly and reaches zero after lag 2. However, it become positive again at lag 5, lag 7 and lag 11. Even though this plot does change between positive and negative autocorrelation you cannot positively say that the plot oscillates around zero. Therefore, it appears that this is a non-stationary series. The next step is to proceed to first differences to try to get a stationary series. Below is the autocorrelation plot for first differences. 
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This plot approaches zero even more rapidly, after lag 1 as opposed to lag 2, and then oscillates around zero. The autocorrelations are also closer to zero compared to the first autocorrelation plot. Therefore, this model appears stationary and I will be using the first differences to build my model. 
Model Fitting and Diagnostics
Using first differences of this data, the model of best fit now needs to be found. Two autoregressive models, AR(1) and AR(2), can be created with regression. The equations for the models are:
AR(1): Yt = -0.3574Yt-1 – 6.6011

AR(2) : Yt = -0.3878Yt-1 – 0.1375Yt-2 – 6.6316

In AR(1), Φ = -0.3574. In AR(2), Φ = -0.5253. The absolute values of both values of phi are less than 1. This indicates that the series is stationary. 
Now the models need to be analyzed using a couple different methods to decide which model represents the best fit for the data. Three methods that will be used are adjusted R-squared, Durbin-Watson statistic and Box-Pierce Q statistic. Below is a summary of each method for both models. 

	Model
	R-Squared
	Adjusted 

R-Squared
	Durbin-Watson Statistic
	Box-Pierce Q Statistic
	Chi-Squared

10%

	AR(1)
	0.1590
	0.0749
	1.9842
	7.9651
	14.7

	AR(2)
	0.1280
	-0.0900
	2.0591
	6.1750
	14.7


The first method to look at is adjusted R-Squared. In the summary above the AR(1) model has a value of 0.0749, while the AR(2) model has a value of -0.0900. Both of these values are very low, but the AR(1) model has a higher value. Therefore, if we were solely concerned about the R-squared value to choose our model then we would choose the AR(1) model. However, this is just one method for checking which model to use. 
The next method to use is the Durbin-Watson statistic. This method tests the autocorrelation of the residuals. Whichever statistic is closest to 2 represents the model that is a better fit for the series. Using this knowledge it again appears that model AR(1) is the better fit since the Durbin-Watson statistic of 1.9842 is closer to 2 than the AR(2) Durbin-Watson statistic of 2.0591. 
From the first two methods it seems that AR(1) is the best fit model for the series, however, the Box-Pierce Q statistic method will still be done for completion. The Box-Pierce method tests for the presence of white noise. The null hypothesis is that the residuals are representative of white noise. The Q statistic that is calculated is rejected if its’ value is greater than the chi-squared value at a certain significance level. For this test a 10% significance level was chosen. For both models the Q statistic is less than the Chi-Squared value of 14.7. Therefore, for both models we would fail to reject the null hypothesis. This means that the residuals for both models are representative of white noise. 
Taking all of these methods into consideration, the AR(1) model appears to be the model of best fit for this series. It has the largest adjusted R-squared value and it also has the Durbin-Watson statistic closest to 2. 

Model Forecasting
Now that the model of best fit has been chosen it is time to see if this model can help predict Peyton Manning’s passing yards in future games. These predicted passing yards will then be compared to the actual passing yards in the postseason games of the 2009 football season. Using the AR(1) model, the chart below shows the predicted passing yards graphed against the actual passing yards. 

          [image: image4.emf]Actual vs. Forecast

0

50

100

150

200

250

300

350

400

15 16 17

Game

Passing Yards

Forecast Yards

Actual Yards


The graph shows that the AR(1) model was a good predictor of the passing yards for the first postseason game, however, the model seemed to underestimate the number of passing yards in the next two postseason games. Overall the model seems to forecast a fairly consistent number of passing yards per game. 
Conclusion
After testing the AR(1) model and the AR(2) model it was the AR(1) model that appeared to be the model of best fit for this series. However, despite this model being a good fit for the series, it was not helpful for forecasting. During two of the three postseason games the forecasted model underestimated the actual model. There could be one outlier though that is the cause of this underestimation. These were postseason games and usually postseason games require the quarterback to step up their game, which in turn could result in more passing yards than normal. As a whole it appears that the passing yards by Peyton Manning go through cycles, just like many other things in life, and there is no real model that could really accurately predict what is going to happen in any given game. That is what makes each football game so exciting! 
