xxxxx xxxxxx xxxx xxxxxx
TS Student Project

Winter 2011

Electronics & Appliances Stores Sales  (USA)
Introduction

This project aims to analyze the monthly sales of electronics and appliances stores in the United States.  The data was collected monthly from January 1992 to December 2000 and is presented in thousands of US Dollars. 

Data
The data used for this project was taken from the following website:

http://census.goz/retail/mrts/historic_releases.html
The attached Excel document, GraphSales2.xls contains the data used for this project. The complete data set can be found on ¨Sales Data¨ tab. 
Analysis

I began this analysis by building the graph of the monthly electronics & appliances stores sales in the US from January 1992 to December 2000.   The graph of the monthly electronics & appliances stores sales are graphed in Figure 1 below:
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Figure 1 

Besides a slight upward trend, we readily observe seasonal trend peaking in the months of November and December each year.  The next step is building up the autocorrelation graph to confirm this seasonal trend (please refer to Fig.2). 

I used the excel spreadsheet TimeSeriesTechniques(2).xls to determine the autocorrelation. The following formula was used to graph the sample autocorrelation function:
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Figure 2 

We observe that the peaks appear at the lags of multiples of twelve (i.e. 12, 24, 36, etc.). The seasonality of the data is therefore confirmed by the graph above.

The data must be deseasonalized (1st differences) in order to create an ARMA model.  For that purpose I proceeded to take the difference between sales in month X from year Y and sales in month X from year Y-1. Please refer to ¨Deseasonalized Data¨ tab for more details on the calculations.  

Below is the graph of the deseasonalized data:
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Figure 3 
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Figure 4

From the graph in Figure 4, we can see that the autocorrelation of deseasonalized sales decreases steadily to zero. However it does not reach zero before the 18th lag.  Nonetheless, for lags above 40, the autocorrelation is approximately zero.  We can reasonably assume that the deseasonalized data is a stationary time series.  This assumption will be verified in the ‘Model Fitting’ section though. 

Model Fitting (for 1st differences)
Using Excel’s linear regression add-in, I tested three autoregressive models on the deseasonalized data (please refer to tabs AR(1) Model, AR(2) Model and AR(3) Model  from the attached spreadsheet).  The results can be seen below:

AR(1) =  118.046+ 0.7085Yt-1
AR(2) =  90.735+ 0.5481Yt-1 + 0.2279Yt-2
AR(3) =  69.594+ 0.519Yt-1 + 0.1362Yt-2 + 0.1658Yt-3
The first step was to verify if these models are really stationary.  A model is stationary if the sum of coefficients is less than one and if each coefficients’absolute value is also less than one.  The results from the three autoregressive models are summarized in the table below:

	Model
	Sum of Coefficients

	AR(1)
	0.7085

	AR(2)
	0.7760

	AR(3)
	0.8210


Since the sum of coefficients is less than one and each of the coefficients’ absolute value is less than one, all three models are as a matter of fact stationary. 

However, further statistical tests are needed in order to help determine which model is the most appropriate. The first statistic I determined is the Durbin-Watson Statistic.  It is used to detect the presence of autocorrelation in the residuals (prediction errors).  I used the excel spreadsheet TimeSeriesTechniques(2).xls to develop this statistic.  The result of this test for each model is shown in the table below:

	Model
	 DWS

	AR(1)
	2.2889

	AR(2)
	2.039

	AR(3)
	1.944


A Durbin-Watson Statistic that is close to 2 indicates no significative autocorrelation.  Therefore, these models have no serial correlation among residuals.  From this test alone, it would seem that AR(2) is the best model since it is closest to 2.  Additional tests and statistics are necessary to confirm or deny this assumption. 

I decided to look at the predictive power of each one of these models. The results are summarized below:

	
	P-Value

	Model
	 Adjusted R squared
	X1
	X2
	X3

	AR(1)
	0.4836
	0
	N/A
	N/A

	AR(2)
	0.5036
	0
	0.03
	N/A

	AR(3)
	0.5148
	0
	0.2516
	0.1217


We can see that the jump from model AR(1) to model AR(2) does substantially improve the Adjusted R squared. Also the P-values remain strong.  Nonetheless, switching from model AR(2) to model AR(3) also produces an increase in the Adjusted R squared, raising the predictive power but the drawback comes from the P-value for the second variable which increases considerably. Therefore, I would not recommend keeping model AR(3), despite a strong Durbin-Watson Statistic of 1.944.    
Furthermore, I looked at the Box-Pierce Q statistic.  This statistic aims to determine if a time series is a white noise process. I used the excel spreadsheet TimeSeriesTechniques(2).xls to develop this statistic. The results from this test can be seen below:

	Model
	Box-Pierce Q Statistic (for the 40th lag)
	χ2 (10%)

	AR(1)
	55.56
	50.66

	AR(2)
	44.96
	50.66

	AR(3)
	31.613
	50.66


The null hypothesis in this test is that residuals are a white noise process.  If this statistic is lower than the critical Chi-Squared value of 10%, the null hypothesis cannot be rejected. For AR(1) model, the statistic is higher than the critical Chi-Squared value. Thus, we should reject the null hypothesis that the residuals are a white noise process for this model.
However, for models AR(2) and AR(3), the statistics are lower than the critical Chi-Squared value of 10%. For those models we cannot reject the null hypothesis that the residuals are a white noise process.  

The above results indicate that AR(1) is not a good fit, but models AR(2) and AR(3) have passed the Box-Pierce test. Nonetheless, as mentioned before, we should not keep model AR(3) because of the drawback on the P-values. Model AR(2) seems overall a better choice since it has a reasonable Adjusted R squared, its Durbin-Watson statistic is the closest to 2 and its Box-Pierce Q Statistic is well below the critical Chi-Squared value of 10%.  

Forecast and Model Evaluation

Using the AR(2) model, the next step is to forecast the monthly electronics & appliances stores sales from January 2001 to December 2001 and compare it to the actual results from January 2001 to December 2001.  The formula for AR(2) is: Yt  = 90.735+ 0.5481Yt-1 + 0.2279Yt-2
Using this formula and reminding that Yt = Zt - Zt-12 is the first difference of the monthly sales (Zt   being the sales in month t), I forecasted the next 12 months of sales. The calculations are done in ¨Forecasted vs. Actual¨ tab in the attached Excel spreadsheet.  The graph can be seen in Figure 5 below:
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Figure 5
Summary
We observe from the graph of the forecasted values versus the actual values that the AR(2) model fits the data in a satisfying manner.  We can say that the predicted electronics and appliances sales and the actual sales follow the same pattern remarkably well.   
Considering the statistics (Durbin-Watson statistic extremely close to 2, Box-Pierce Q statistic less than the critical Chi-squared statistic at 10% significance and the stationarity of the 1st differences time series), and the Forecasted vs. Actual graph, it can be stated that the AR(2) model is a good fit for the monthly electronics and appliances stores sales. 

